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What is Machine-type Wireless 
Communications? 
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What is Machine-type Wireless 
Communications? 

• IoT

• M2M, MTC, URLLC?

• V2V, V2X?

• nb-IoT, LPWANs,…

• ….

• ….
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Figures from: H. Ji, et al. “Introduction to Ultra Reliable and Low Latency Communications in 5G”, arXiv:1704.05565v1 

O. Yilmaz, Ultra-Reliable and Low-Latency 5G Communication, EuCNC'16
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~ 4G to ‘5G’

• R1 ~4G
• R2 ~eMBB
• R3 ~mMTC
• R4 ~URLLC (cMTC)
• R5 – not feasible 

Figure from F. Boccardi, R. W. Heath, A. Lozano, T. L. Marzetta and P. Popovski, "Five disruptive technology directions for 5G," in IEEE
Communications Magazine, vol. 52, no. 2, pp. 74-80, February 2014.

R4 -> URLLC ? 
What is missing then? 
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Figures from: H. Ji, et al. “Introduction to Ultra Reliable and Low Latency Communications in 5G”, arXiv:1704.05565v1 
O. Yilmaz, Ultra-Reliable and Low-Latency 5G Communication, EuCNC'16
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Figures from: “5G for Mission Critical Communication Achieve ultra-reliability and virtual zero latency”, Nokia White Paper, 
2016

Figures from: H. Ji, et al. “Introduction to Ultra Reliable and Low Latency 

Communications in 5G”, arXiv:1704.05565v1 12



MTC over Cellular Networks
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MTC over Cellular Networks

Pros
+ Coverage
+ Roaming
+ Interoperability 
+ QoS guarantees
+ Service level 

agreements/platforms
+ ….

Cons
- Identification
- Coverage (indoor)
- Access to core networks
- Generated traffic 
- Congestion
- Massive # of devices
- Complexity 
- Power consumption
- Energy Efficiency 
- Cost
- …..
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Z. Dawy, et al, "Toward Massive Machine Type Cellular Communications," in IEEE Wireless Communications, vol. 24, no. 1, pp. 120-128, February 2017. 15



Massive MTC: requirements & 
characteristics 
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Massive MTC: requirements & characteristics

Requirements & characteristics
• Small packets
• Large number of users/cell
• Uplink dominant 
• Low data rates 
• Mixed traffic models

• Periodic 
• Event based 

• Low complexity
• Low energy consumption

Challenges 
• Control signaling 

• Lower overhead stablishing 
connection, and recovering from idle 
mode

• Access 
• No reservation 

• Multi service integration
• Coexistence of several services with 

heterogeneous requirements

• Energy Efficiency 
• Lower power consumption 
• Event based transmission 

Carsten Bockelmann et al. “Towards Massive Connectivity Support for Scalable mMTC Communications in 5G networks”,arXiv:1804.01701v1 17



Massive MTC: requirements & characteristics

Requirements & characteristics

• Small packets

• Large number of users/cell

• Uplink dominant 

• Low data rates 

• Mixed traffic models
• Periodic 
• Event based 

• Low complexity

• Low energy consumption

Challenges 

• Control signaling 
• Data aggregation 

• Access 
• Non-orthogonal multiple access

• Energy Efficiency 
• Lower power consumption
• Event based transmission 

• Multi service integration
• Coexistence of several services with 

heterogeneous requirements
Carsten Bockelmann et al. “Towards Massive Connectivity Support for Scalable mMTC
Communications in 5G networks”,arXiv:1804.01701v1
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Non-orthogonal Multiple Access
Mohammad Shehab (E. Dosti)
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Non-orthogonal Multiple Access

Non-orthogonal Multiple Access

• NOMA
• Power domain multiplexing 

• Large number of served users

• Short packets 

User 1

User 2

… …

Frequency

P
o

w
e

r

𝑅𝑓 ≈ log2(𝟏 + 𝑺𝑵𝑹) − 𝑉(𝑆𝑁𝑅)
𝑛 𝑄−1 𝜖 log2 𝑒

𝑉 𝑥 = 𝑥
2+𝑥

1+𝑥 2 Channel dispersion

E. Dosti, M. Shehab, H. Alves and M. Latva-aho, “On the Performance of Non-orthogonal Multiple 
Access in the Finite Blocklength Regime” conditionally accepted.
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Non-orthogonal Multiple Access

Non-orthogonal Multiple Access

• NOMA
• Power domain multiplexing 

• Large number of served users

• Short packets 

User 1

User 2

… …

Frequency

P
o

w
e

r

• User 1 has high priority 
• AWGN channel 

Flexible allocation: 
rate, reliability 

𝑅𝑓 ≈ log2(𝟏 + 𝑺𝑵𝑹) − 𝑉(𝑆𝑁𝑅)
𝑛 𝑄−1 𝜖 log2 𝑒

𝑉 𝑥 = 𝑥
2+𝑥

1+𝑥 2 Channel dispersion

E. Dosti, M. Shehab, H. Alves and M. Latva-aho, “On the Performance of Non-orthogonal Multiple 
Access in the Finite Blocklength Regime” conditionally accepted.
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Non-orthogonal Multiple Access

Non-orthogonal Multiple Access

• NOMA
• Power domain multiplexing 

• Large number of served users

• Short packets 

• Fading channels

• ARQ

User 1

User 2

… …

Frequency

P
o

w
e

r

• User 1 has high priority 
• Large gains for small packets
• Even User 2 experiences better performance

Drawback: Delay

E. Dosti, M. Shehab, H. Alves and M. Latva-aho, “On the Performance of Non-orthogonal Multiple 
Access in the Finite Blocklength Regime” conditionally accepted.
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Non-orthogonal Multiple Access

Non-orthogonal Multiple Access

• NOMA
• Power domain multiplexing 

• Large number of served users

• Short packets 

• ACK is not granted

User 1

User 2

… …

Frequency

P
o

w
e

r

E. Dosti, M. Shehab, H. Alves and M. Latva-aho, “On the Performance of Non-orthogonal Multiple 
Access in the Finite Blocklength Regime” conditionally accepted.

• Latency increases with use of resources 
• NOMA > OMA
• Larger gains for User2
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Data Aggregation and Non-
orthogonal Multiple Access
Onel López
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Data Aggregation and Non-orthogonal 
Multiple Access

O. L. Alcaraz López, H. Alves, P. H. Juliano Nardelli and M. Latva-aho, "Aggregation and Resource Scheduling in Machine-Type Communication Networks: 
A Stochastic Geometry Approach," in IEEE Transactions on Wireless Communications, vol. 17, no. 7, pp. 4750-4765, July 2018. arXiv:1708.07691

25

• NOMA: network level 
• Aggregators forming a HPPP.
• MTDs uniformly distributed around 

the aggregator
• K ∼ Poiss(m) MTDs per cluster.
• N orthogonal channels per cluster.
• L MTDs per channel (L=2).
• Rayleigh fading
• Perfect CSI at the aggregators.
• Imperfect SIC.
• Full inversion power control.



Data Aggregation and Non-orthogonal 
Multiple Access
• NOMA: network level 
• Aggregators forming a HPPP.
• MTDs uniformly distributed around 

the aggregator
• K ∼ Poiss(m) MTDs per cluster.
• N orthogonal channels per cluster.
• L MTDs per channel (L=2).
• Rayleigh fading
• Perfect CSI at the aggregators.
• Imperfect SIC.
• Full inversion power control.

O. L. Alcaraz López, H. Alves, P. H. Juliano Nardelli and M. Latva-aho, "Aggregation and Resource Scheduling in Machine-Type Communication Networks: 
A Stochastic Geometry Approach," in IEEE Transactions on Wireless Communications, vol. 17, no. 7, pp. 4750-4765, July 2018. arXiv:1708.07691

Snapshot of the active MTDs in a given channel.
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Data Aggregation and Non-orthogonal 
Multiple Access: Scheduling
Random Resource Scheduling (RRS)

• N out of the K MTDs requiring transmissions are 
independently and randomly chosen and matched, 
one-to-one, with the N channels.

• If K ≤ N, all MTDs get channel resources.

• If K ≥ N, the channel allocation is executed again by 
allowing the remaining MTDs to share channels 
with the already served MTDs. 

• Repeat until all the MTDs are allocated or the 
maximum number of MTDs per channel, L, is 
reached for all the channels. 

O. L. Alcaraz López, H. Alves, P. H. Juliano Nardelli and M. Latva-aho, "Aggregation and Resource Scheduling in Machine-Type Communication Networks: 
A Stochastic Geometry Approach," in IEEE Transactions on Wireless Communications, vol. 17, no. 7, pp. 4750-4765, July 2018. arXiv:1708.07691

Channel-aware Resource Scheduling (CRS)

• The MTD with better SIR will be preferentially 
assigned with the available channel resources.

• If K ≤ N all the get channel resources.

• If K ≥ N, best N MTDs while allocating them randomly 
in the N channels.

• Remaining MTDs can be still allocated sharing those 
same resources, i.e., users N + 1,...,K go to the second 
round for allocation. 

• Repeat until all the MTDs are allocated or the 
maximum number of MTDs per channel, L, is reached. 

• CSI for decoding multiple user data over the
same orthogonal channel with SIC

• CRS strongly relies on the CSI for resource
scheduling.

CSI is only required at the aggregators when 
decoding the arriving information and not for 
resource scheduling.
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Data Aggregation and Non-orthogonal 
Multiple Access: Scheduling
Random Resource Scheduling (RRS)

• N out of the K MTDs requiring transmissions are 
independently and randomly chosen and matched, 
one-to-one, with the N channels.

• If K ≤ N, all MTDs get channel resources.

• If K ≥ N, the channel allocation is executed again by 
allowing the remaining MTDs to share channels 
with the already served MTDs. 

• Repeat until all the MTDs are allocated or the 
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reached for all the channels. 

O. L. Alcaraz López, H. Alves, P. H. Juliano Nardelli and M. Latva-aho, "Aggregation and Resource Scheduling in Machine-Type Communication Networks: 
A Stochastic Geometry Approach," in IEEE Transactions on Wireless Communications, vol. 17, no. 7, pp. 4750-4765, July 2018. arXiv:1708.07691

Channel-aware Resource Scheduling (CRS)

• The MTD with better SIR will be preferentially 
assigned with the available channel resources.

• If K ≤ N all the get channel resources.

• If K ≥ N, best N MTDs while allocating them randomly 
in the N channels.

• Remaining MTDs can be still allocated sharing those 
same resources, i.e., users N + 1,...,K go to the second 
round for allocation. 

• Repeat until all the MTDs are allocated or the 
maximum number of MTDs per channel, L, is reached. 
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Data Aggregation and Non-orthogonal 
Multiple Access: Scheduling

O. L. Alcaraz López, H. Alves, P. H. Juliano Nardelli and M. Latva-aho, "Aggregation and Resource Scheduling in Machine-Type Communication Networks: 
A Stochastic Geometry Approach," in IEEE Transactions on Wireless Communications, vol. 17, no. 7, pp. 4750-4765, July 2018. arXiv:1708.07691

Fair coexistence between OMA and NOMA 
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Data Aggregation and Non-orthogonal 
Multiple Access: Scheduling

O. L. Alcaraz López, H. Alves, P. H. Juliano Nardelli and M. Latva-aho, "Aggregation and Resource Scheduling in Machine-Type Communication Networks: 
A Stochastic Geometry Approach," in IEEE Transactions on Wireless Communications, vol. 17, no. 7, pp. 4750-4765, July 2018. arXiv:1708.07691

𝜇 = 0

ഥ𝒎 (MTDs) 60

𝝀𝒂 𝟑𝟗. 𝟖𝟏/𝒌𝒎𝟐

𝑹𝒂 (aggregator radius) 40 m

𝜽 (SIR Threshold) 1

𝜶 3.6

𝑁 = 30 channels

• Power constraints on the MTDs sharing the same channel - fair coexistence with OMA
• Power control coefficients both MTDs can perform with similar reliability
• Lower average power consumption / orthogonal channel and / MTD, 
• Hybrid scheme with CRS outperforms the OMA setup
• NOMA > OMA for some network configurations 

• Intra-cluster interference  
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Energy Efficient Statistical QoS
Provisioning for MTC Networks
Mohammad Shehab
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𝑁 nodes communicate with a common controller

Nakagami-𝑚 block fading channel with block length 𝑇𝑓

Effective Capacity with Short Messages

ℎ1

ℎ2

ℎ𝑁

ℎ𝑛

𝑇𝑓

node 1

node 2

𝐱1

𝐱2

𝐱𝑛

node 𝑁

Common controller

𝐲𝑛

M. Shehab, H. Alves, M. Latva-aho, “Finite Blocklength Performance of Multi-Node Networks in Nakagami-m channels”, accepted in EURASIP JWCN (July 2017).
M. Shehab, E. Dosti, H. Alves, M. Latva-aho, “On the Effective Capacity of MTC Networks in the Finite Blocklength Regime”, EUCNC 2017 (nominated for the best student paper award).
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• EC in bits per channel use (bpcu) is given by

• The delay exponent 𝜃 determines the system’s tolerance 
to certain delay bound according to

Effective Capacity with Short Messages
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N=2, m=1.2 (Ricean fading)

N=1, m=1 (Rayleigh fading)

N=2, m=1 (Rayleigh fading)

N=5, m=1 (Rayleigh fading)

N=2, m=0.8 (severe fading)

EC with 𝑇𝑓 = 1000, 𝜃 = 0.01 and 𝜌 = 2

Increasing the number of nodes degrades the per-node EC 
due to interference.

M. Shehab, H. Alves, M. Latva-aho, “Finite Blocklength Performance of Multi-Node Networks in Nakagami-m channels”, accepted in EURASIP JWCN (July 2017).
M. Shehab, E. Dosti, H. Alves, M. Latva-aho, “On the Effective Capacity of MTC Networks in the Finite Blocklength Regime”, EUCNC 2017 (nominated for the best student paper award).
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Effective capacity (EC) indicates the capability of 
communication nodes to exchange data with 
maximum rate and under a given QoS constraint. 



Effective Capacity with Short Messages
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Compensation via power control

Benefits one user – degrades others

This causes more interference to other nodes 
degrading their EC

Power control is not convenient less stringent 
delay constraints (lower 𝜃)
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M. Shehab, H. Alves, M. Latva-aho, “Finite Blocklength Performance of Multi-Node Networks in Nakagami-m channels”, accepted in EURASIP JWCN (July 2017).
M. Shehab, E. Dosti, H. Alves, M. Latva-aho, “On the Effective Capacity of MTC Networks in the Finite Blocklength Regime”, EUCNC 2017 (nominated for the best student paper award).
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Effective Capacity with Short Messages
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- 0.9 loss in EC of other nodes. 
- Nearly no loss in delay bound as restoring  

EC compensates for the decrease in 𝜃.
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Rayleigh: 𝑇𝑓 = 1000, 𝜃 = 0.1 and 𝜌 = 2

• For 𝜂α = 1 and 𝜂𝜃 = 4 (means delay 
constraint is of high priority),
Optimum OP: 𝜌𝑠𝑜 = 0.057, α𝑐𝑜 =

0.94 (6% loss of  EC of other nodes), 
𝜃2 = 0.053

- SNR of compensating user is raised to 8.

𝜂α: compensation loss priority    
factor

𝜂𝜃: delay priority factor
𝜌𝑠𝑜: SINR of other nodes (set s) 

M. Shehab, H. Alves, M. Latva-aho, “Finite Blocklength Performance of Multi-Node Networks in Nakagami-m channels”, accepted in EURASIP JWCN (July 2017).
M. Shehab, E. Dosti, H. Alves, M. Latva-aho, “On the Effective Capacity of MTC Networks in the Finite Blocklength Regime”, EUCNC 2017 (nominated for the best student paper award).
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M. Shehab, E. Dosti, H. Alves, M. Latva-aho, “On the Eective Energy Eciency of Ultrareliable Networks in the Finite 
Blocklength Regime”, ISWCS'2017, pp.1-6, Bologna, Italy, Aug. 2017. ISWCS'2017 Best Student Paper Award

Effective Energy Efficiency with Short Messages

Effective Energy Efficiency (EEE) is

𝜉 inverse drain efficiency of the transmit amplifier 
𝑃𝑐 the hardware power dissipated in circuit.

Linear model Rayleigh fading

𝑛

. . .

Transmission with error 𝜖 (𝑃𝑛𝑏)
No transmission (1 − 𝑃𝑛𝑏)

𝜆 packet arrival rate
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M. Shehab, E. Dosti, H. Alves, M. Latva-aho, “On the Effective Energy Effciency of Ultrareliable Networks in the Finite Blocklength Regime”, ISWCS'2017, Bologna, Italy, Aug. 2017. ISWCS'2017 Best Student Paper Award

Effective Energy Efficiency with Short Messages

𝑛 = 500, , 𝜖 =
10−3, 𝑃𝑐 = 0.2, 𝜁 =
0.2, 𝜌𝑚𝑎𝑥 = 10 dB and 
𝜆 = 1.

• EEE is concave in 𝜖 and quasi-concave in SNR
• EEE increases when extending the delay 𝛿

and relaxing the delay outage probability Λ.
• Shannon's model underestimates the 

optimum power allocation.
• The optimum power decays when the arrival 

rate declines
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What about LPWANs? 
Arliones Hoeller (UFSC, Brazil)

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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What is LPWAN?

• Low Power Wide Area Networks 
• Coverage of large area

• Limited Power/Energy 
• Battery constrained 

• Short payloads/messages

• (Bi)Directional TX – Uplink/Downlink

• Robustness to interference 

• Security 

• Capacity - #of users

‒ Coverage < 1 km

- IEEE 802.15.4, 

- IEEE P802.11ah, 

- Bluetooth/LE

- Telensa

‒ Coverage > 1km

- LoRaWAN

- Sigfox

- Ingenu

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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Enhanced Reliability of LORAWAN

• Nodes are uniformly distributed around a gateway.
• ALOHA-like transmissions duty cycle 
• Spreading Factor assigned to nodes according to their 

distance from the gateway increasing every 2km. 
• All nodes transmit with the same power 
• Model captures: 

• Interference at the gateway
• From same SF

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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Enhanced Reliability of LORAWAN

• Nodes are uniformly distributed around a gateway.
• ALOHA-like transmissions duty cycle 
• Spreading Factor assigned to nodes according to their 

distance from the gateway increasing every 2km. 
• All nodes transmit with the same power 
• Model captures: 

• Interference at the gateway
• From same SF

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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Enhanced Reliability of LORAWAN

• Nodes are uniformly distributed around a gateway.
• ALOHA-like transmissions duty cycle 
• Spreading Factor assigned to nodes according to their 

distance from the gateway increasing every 2km. 
• All nodes transmit with the same power 
• Model captures: 

• Interference at the gateway
• From same SF

Message Replication

Multiple Antennas

ARQ
M repetitions

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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Mutiple Gateway
Multiple Connectivity 



Enhanced Reliability of LORAWAN

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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Enhanced Reliability of LORAWAN

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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Enhanced Reliability of LORAWAN

A. Hoeller, R. D. Souza, O. L. A. Lopez, H. Alves, M. d. N. Neto and G. Brante, “Analysis and Performance Optimization of LoRa Networks with Time and Antenna 
Diversity,” in IEEE Access, vol. 6, pp. 32820-32829, 2018. [Online] Available (Open Access)
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Thanks! 
Let’s go for some coffee and be back for part 2:URLLC!
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from massive connectivity to URLLC
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ASSOC. PROF. J IMMY J.  NIELSEN (JJN@ES.AAU.DK)

CONNECTIVITY SECTION, AALBORG UNIVERSITY, DENMARK

This work has partly been performed in the framework of the horizon 2020 project ONE-5G (ICT- 760809) receiving funds from the 
european union. The author would like to acknowledge the contributions of their colleagues in the project, although the views
expressed in this work are those of the authors and do not necessarily represent the project.



Ultra-Reliable Low Latency Communication

A key feature of 5G is support for URLLC. 

Two parts – with different main focii: 
◦ Ultra-Reliable Communications (URC)
◦ Low Latency Communications (LLC)

Typically more difficult to achieve simultaneously than satisfying 
just one at a time.

URLLC will enable new use cases with:
◦ packet error rate of 10−5 down to 10−9

◦ end-to-end latency of few ms to fraction of ms

What is URLLC?

Lisbon, August 28, 2018 ISCWS, T5 - MTC: FROM MASSIVE CONNECTIVITY TO URLLC, PART 2, JIMMY J. NIELSEN (JJN@ES.AAU.DK)



Latency CDF
Latency vs. reliability

Application deadline à experienced outage

Pe is outage due to lost packets (fading, collisions w.o. reTX), infrastructure failures, etc.

URC: push up

LLC: push left

Lisbon, August 28, 2018 ISCWS, T5 - MTC: FROM MASSIVE CONNECTIVITY TO URLLC, PART 2, JIMMY J. NIELSEN (JJN@ES.AAU.DK)

1

x

Pr{latency  x}

Pe

deadline

reliability

outage

Courtesy: Erik Ström



URLLC design target in 3GPP
3GPP study item for Next Generation Radio Access Technologies (TR 38.913):

general reliability requirement:
◦ 32 bytes within 1 ms at BLER = 10-5

◦ (user plane latency)

◦ Just a single point, but
◦ R>1-10-5 also fulfills requirements
◦ L<1 ms also fulfills requirements

Lisbon, August 28, 2018 ISCWS, T5 - MTC: FROM MASSIVE CONNECTIVITY TO URLLC, PART 2, JIMMY J. NIELSEN (JJN@ES.AAU.DK)
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V2X use case
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Service KPIs Service 1 Service 2 Service 3 Comments
U-plane maximum UL/DL radio
latency (ms)

0.5 ms 0.1 ms 2 ms Taken as 1/10th of the end-to-end maximum latency. Radio 
protocol layer in which it is measured should be specified.

U-plane maximum E2E latency (ms) 5 ms 1 ms 20 ms Taken from [22.886].

C-plane maximum UL/DL radio latency 
(ms)

10 ms 2 ms 10 ms Max. time for C-plane state transition to “connected state”. Taken 
from [38.913], reduced for Service #2.

U-plane maximum DL/UL radio packet 
loss (%)

0.001% 0.001% 0.001% or lower Taken as (100 - reliability)%

U-plane reliability 99.999% 99.999% 99.999 % or higher, 
up to 250 km/h.

Probability that IP packets are correctly received within the 
latency time. Taken from [22.886].

1. Assisted driving aided by roadside infrastructure
◦ RSU improves coverage and enables low-latency.
◦ Car-to-car communication.

2. Cooperative driving between nearby vehicles
◦ No RSUs
◦ communication is purely car-to-car based, with the aid of the 

network infrastructure (wherever available). 

3. Tele-operated driving
◦ Cellular URLLC for control data transmission in downlink
◦ Reliable low-latency video (plus other sensor data) transmission 

in the uplink.

ONE5G D2.1



Industry 4.0 use case
Example: Motion control

◦ Controllers periodically issue control-commands 
to actuators, typically machines with moving 
parts, like machine tools, printing machines, 
paper mills and textile machines.

◦ The communications in this service are assumed 
to be isochronous. The cycle* times are of the 
order of milliseconds, putting extreme 
requirements on the communications in terms 
of latency. 

◦ Controlled processes may incur risks to the 
factory personnel or overall production, which 
puts extreme requirements on reliability and 
availability of communications (>1-10-6). 
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UE KPIs KPIs’ Targets Comments
Reliability URLLC: 99.999% for one 

transmission of a packet of 
length 32 bytes with a user 

plane latency of 1ms

[38.913]
The foreseen reliability is 

inadequate for most of the 
representative services of this use 

case.

U-Plane average latency (ms) URLLC: 0.5 ms [38.913]

ONE5G D2.1, 3GPP TR 38.913

*Cycle time is the time from execution of the command until the feedback from 
the actuator is received, which includes all processing and latencies on the air 
interface and actuation times.



Smart grid use case
Wide Area Situational Awareness (WASA)

◦ Hundreds of PMUs should be deployed in the distribution grid in order to obtain the high resolution 

image of the grid

◦ IEEE C37.118 defines report (frame) structure, reporting frequencies and delays

◦ 50-100 Hz reporting frequency per PMU

Requirements:
• Latency: 20 – 200 ms
• Data rates: 600-1500 kbps
• Reliability: 99.999 – 99.9999%
• Security: High

Traffic type:
• Periodic, frequent traffic

IEEE, “IEEE vision for smart grid communications: 2030 beyond”, 2014



State of the art
URLLC requirements for 5G were outlined in, e.g.:

◦ F. Boccardi, R. W. Heath, A. Lozano, T. L. Marzetta 

and P. Popovski, "Five disruptive technology 

directions for 5G," in IEEE Communications 
Magazine, vol. 52, no. 2, pp. 74-80, February 2014.

◦ J. G. Andrews et al., "What Will 5G Be?," in IEEE 
Journal on Selected Areas in Communications, vol. 

32, no. 6, pp. 1065-1082, June 2014.

Lisbon, August 28, 2018
ISCWS, T5 - MTC: FROM MASSIVE CONNECTIVITY TO URLLC, PART 2, JIMMY J. NIELSEN 

(JJN@ES.AAU.DK)



URLLC, URC, LLC enablers
Latency distinctions:

◦ Uplink/downlink transmission
◦ End-to-end latency

◦ Over-the-air, queueing, processing

◦ User plane latency
◦ Assuming UE in RRC_active, time to deliver packet

◦ Control plane latency
◦ From idle state to RRC_active

Note: URLLC may start from 5 nines
reliability.

Lisbon, August 28, 2018 ISCWS, T5 - MTC: FROM MASSIVE CONNECTIVITY TO URLLC, PART 2, JIMMY J. NIELSEN 
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Bennis, M., Debbah, M. and Poor, H.V., 2018. Ultra-reliable and low-latency wireless communication: Tail, risk and scale. arXiv preprint arXiv:1801.01270.



Selected URLLC enablers
Introduction to:

1. How is short TTI and URLLC transmissions achieved in 5G?

2. Grant free uplink access via semi-persistent scheduling

3. Massive MIMO

4. Mobile Edge Computing

5. Multi-Connectivity

6. Network Slicing
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Short TTI in 5G
Short TTI is achieved through larger subcarrier
spacing

◦ Leads to reduction of symbol time

Denoted as ”Numerology scaling”

Slot lengths:
◦ 1000 (LTE), 500, 250, 125 !s

Mini-slots for URLLC/LLC transmissions:
◦ 7, 4 or 2 symbols.
◦ à Low fraction of latency budget for 1 ms

◦ (slot structures on next slide)

Lisbon, August 28, 2018 ISCWS, T5 - MTC: FROM MASSIVE CONNECTIVITY TO URLLC, PART 2, JIMMY J. NIELSEN 
(JJN@ES.AAU.DK)

• H. Ji, S. Park, J. Yeo, Y. Kim, J. Lee and B. Shim, "Ultra-Reliable and Low-Latency Communications in 5G Downlink: Physical Layer Aspects," in IEEE Wireless Communications, vol. 25, no. 3, 
pp. 124-130, JUNE 2018.

• Sachs, J., Wikstrom, G., Dudda, T., Baldemair, R. and Kittichokechai, K., 2018. 5G Radio Network Design for Ultra-Reliable Low-Latency Communication. IEEE Network, 32(2), pp.24-31.
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was predominantly considered in terms of low-
est achievable latency or average latency. Some 
examples of URLLC services are automation of 
the smart grid energy distribution, industrial pro-
cess automation, factory automation, automat-
ed intelligent transport systems, remote control 
of machinery, and tactile Internet services. Most 
URLLC services introduce real-time control appli-
cations. In a smart grid this can be the automa-
tion of the energy distribution, including detection 
and restoration of faults; in factory automation it 
can be the real-time control of the manufacturing 
robots; and in intelligent transport systems (ITS) 
it can be the real-time maneuver coordination 
among autonomous vehicles and with the trans-
portation infrastructure.

In order to address this wide field of URLLC 
services in a generic way, two representative 5G 
requirements have been defined:
• ITU and 3GPP [6] require 5G to be capable 

of successfully transmitting a 32-byte mes-
sage over the 5G radio interface within 1 ms 
with a 1 – 10–5 success probability.

• 3GPP further requires 5G to be able to 
achieve a latency over the 5G radio inter-
face of 0.5 ms that can be provided on 
average for multiple data transmissions (the 
fulfillment of this requirement is not needed 
for the 5G evaluation at ITU).
It should be noted that the service require-

ments for critical communication services are typ-
ically defined end to end. However, the URLLC 
requirements specified in 3GPP and ITU apply 
only to the one-way latency over the 5G radio 
network, which constitutes only a fraction of the 
end-to-end latency budget. An additional latency 
budget would need to be reserved for the other 
parts of the communication parts, like the core 
network and an external network. 5G radio func-
tionality for URLLC should be complemented with 
low-latency core network design, which could be 
optimized by, for example, local hosting of appli-
cation functionality [3, 7].

5G DESIGN FOR LOW-LATENCY TRANSMISSION
WAVEFORM AND RADIO SLOT STRUCTURE

Both LTE and NR use orthogonal frequency-di-
vision multiplexing (OFDM) as the waveform. 
OFDM, as an orthogonal modulation scheme, 
minimizes interference of other transmissions, 

which is a valuable property for highly reliable 
communication. A cyclic prefix (CP) is used 
to cope with time-dispersive channel prop-
agation; only delay-spread of the signal that 
exceeds the CP length introduces inter-symbol 
interference. In uplink (UL), LTE uses discrete 
Fourier transform (DFT) precoding in order to 
reduce the peak-to-average-power ratio at the 
transmitter; DFT precoding is also available for 
NR uplink.

One difference between NR and LTE is that 
LTE uses a fixed numerology of 15 kHz sub-car-
rier spacing (SCS), whereas NR Release-15 has 
a scalable numerology with sub-carrier spacings 
of 15, 30, and 60 kHz below 6 GHz, and 60 
and 120 kHz above 6 GHz, as listed in Fig. 1.1 
At higher SCS, the symbol duration decreases, 
and hence also the length of a slot. The slot is 
the basic frame structure at which most physical 
channels and signals repeat; however, slots can 
be complemented by mini-slot-based transmis-
sions (referred to as Type B scheduling in NR) 
to provide shorter and more agile transmission 
units than slots. In LTE and NR a slot comprises 
14 OFDM symbols,2 which leads to a slot length 
of 1 ms at 15 kHz SCS. By using higher numer-
ologies in NR, the slot duration decreases, which 
is beneficial for lower latencies. The intention 
of NR is to support a mix of numerologies on 
the same carrier. Different numerologies are not 
orthogonal and interfere with each other; how-
ever, by leaving a guard band, this interference 
is reduced to acceptable levels. By applying, 
for example, windowing on the OFDM signal, 
it becomes more confined in the frequency 
domain, so a smaller guard band suffices. While 
Release-15 provides the framework to enable 
mixed numerology in a future NR release, a 
Release-15 user equipment (UE) is not expected 
to receive multiple data numerologies simultane-
ously, and no radio requirements w.r.t. mixing of 
numerologies will be defined for base stations 
(BSs). A more profound waveform analysis can 
be found in [8].

FIGURE 1. Examples of feasible OFDM numerology options for different spectrum ranges and deployments.
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1 The synchronization block 
SSB uses SCS of 15 or 30 
kHz below 6 GHz and 120 
or 240 kHz above 6 GHz. 

2 Strictly speaking, the corre-
spondence to a slot in NR is 
called a subframe in LTE. 

It should be noted that the service requirements for critical communication services are typically 
defined end to end. However, the URLLC requirements specified in 3GPP and ITU apply only to one-way 
latency over the 5G radio network, which constitutes only a fraction of the end-to-end latency budget.



Short TTI in 5G
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Different slot lengths are supported:
◦ Normal slot (14 symbols)

◦ Mini-slots (2-3 or 7 symbols)

Additional control signaling is required for 
mini-slots à increased overhead.

Note:
◦ Strictly speaking, NR slot corresponds to LTE 

subframe
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In network deployments there are practical 
restrictions on which numerology is suitable, as 
depicted in Fig. 1. At higher frequencies (e.g., in 
millimeter-wave spectrum above 20 GHz), phase 
noise increases, and numerologies with larger 
sub-carrier spacing provide better robustness. 
Since the cyclic prefix is scaled together with the 
symbol duration, a high numerology has a shorter 
cyclic prefix and is less suitable for radio environ-
ments with large delay spread in the radio chan-
nel, as is typical for larger cell sizes. Accordingly, 
higher numerologies are better suited for small-
er cell sizes. NR specifies for 60 kHz sub-carrier 
spacing an extended cyclic prefix that enables 
the usage of 60 kHz in larger cells at the cost of 
increased overhead.

A slot consists of 14 OFDM symbols and is 
transmitted within a transmission time interval 
(TTI) (Fig. 2). Different numerologies lead to dif-
ferent slot lengths, ranging from 1 ms at 15 kHz 
sub-carrier spacing to 125 ms at 120 kHz sub-car-
rier spacing, enabling shorter TTIs. Beyond 
numerology scaling in NR, the concept of non-
slot-based transmission has been introduced for 
NR, which is also referred to as mini-slots and 
corresponds to the short TTI (sTTI) concept that 
is being standardized for LTE (Fig. 2). A mini-slot 
in NR can start at any OFDM symbol and can 
have a variable length; mini-slot lengths of 2, 4, 
or 7 symbols have been defined in the standard 
so far. This provides fast transmission opportu-
nities for, for example, URLLC traffic that is not 
restricted by slot boundaries. Thus, mini-slots 
provide a viable solution to low-latency transmis-
sions irrespective of sub-carrier spacing, while 
the usage of wider sub-carrier spacing for low 
latency is limited to small cells as described 
above. Similarly, LTE sTTI enables fast transmis-
sion opportunities of 2–3- or 7-symbol duration, 
which can be embedded into the existing LTE 
frame structure around existing control chan-
nels and reference symbols. These short TTIs are 
independently scheduled with new in-band con-
trol elements, thereby allowing lower scheduling 
latency at the cost of increased overhead.

The LTE enhancement for URLLC is focused on 
frequency-division duplex (FDD) spectrum alloca-
tions. For NR both time-division duplex (TDD) and 
FDD are addressed for URLLC. NR will support 
both static and dynamic uplink-downlink (UL/DL) 
TDD configuration options. For URLLC, the focus 

is on what latency can be provided with high reli-
ability (e.g., 1–10–5). This means that the TDD 
latency is largely determined by the worst case 
timing, for example, a DL packet arrives exactly 
at the beginning of a UL allocation or vice versa. 
A suitable TDD configuration for URLLC is when 
UL (mini-)slots alternate with DL (mini-)slots. Mini-
slots shorter than 7 symbols are not considered 
for TDD, as the UL-DL switching overhead would 
become significant for too short slot lengths.

RESOURCE ASSIGNMENTS AND CHANNEL ACCESS
By reducing the transmission duration and inter-
val, both the time over the air and the delay wait-
ing for a transmit opportunity is reduced. Short 
transmissions that can be scheduled at short peri-
odicity yield the lowest latency. Mini-slots in NR 
and short TTIs in LTE, as illustrated in Fig. 2, are 
therefore key design choices. In addition, for TDD 
systems a short UL-DL switching period is neces-
sary to achieve low delays. Also, short turn-around 
times enable more retransmissions within a laten-
cy constraint, which can be converted into spec-
tral efficiency. A shorter turn-around is enabled by 
faster data processing in the network and on the 
UE side.

For the UL, a significant part of delay comes 
from the exchange of a scheduling request and 
a UL transmission grant between the UE and the 
BS. Also, from a reliability aspect this signaling 
bears the risk that both messages need to be cor-
rectly decoded in order for the UL transmission to 
start. As a remedy for both the delay and robust-
ness issues, a periodic grant can be configured for 
the UE. LTE as well as NR specify a semi-persistent 
scheduling (SPS) framework [9–11], as illustrated 
in Fig. 3, in which the UE is given a periodic grant 
that it uses only when it has UL data to transmit. 
Necessarily, these URLLC resources are tied up 
for the UE, but by assigning overlapping grants to 
multiple UEs the resource waste is reduced, and 
at lower rates the impact on reliability due to col-
lisions can be manageable. This method of peri-
odic grants reduces the latency by one feedback 
round-trip time and thereby enables UL URLLC 
with the strictest requirements.

A resource- and latency-efficient scheduling 
solution is to multiplex data with different TTI 
lengths (i.e., mini-slots and slots) and — in the 
case of resource limitations — let the high-priority 
data use resources from lower-priority data. This 
type of multiplexing is also referred to as preemp-
tion. For example, in NR DL, a mini-slot carrying 
high-priority or delay-sensitive data can preempt 
an already ongoing slot-based transmission on the 
first available OFDM symbols without waiting until 
the next free transmission resource. This opera-
tion enables ultra-low latency for mini-slot-based 
transmission, especially in the scenario where a 
long slot-based transmission has been scheduled. 
A similar concept is also considered for the UL, 
and in general for LTE. At the cost of degrading 
the longer transmission, no additional resources 
need to be reserved in advance for the URLLC 
device. The damaged longer transmission is then 
swiftly repaired with a transmission containing a 
subset of the code block groups (CBGs) in a later 
TTI, after providing the essential information to 
clean the contaminated soft values in the receive 
buffer from the preempted data.

FIGURE 2. Slot structures for NR DL/UL and LTE DL.
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Sachs, J., Wikstrom, G., Dudda, T., Baldemair, R. and Kittichokechai, K., 2018. 5G Radio Network Design for Ultra-Reliable Low-Latency Communication. IEEE Network, 32(2), pp.24-31.



5G URLLC downlink
Puncturing/pre-emptive scheduling

◦ When URLLC packet arrives, it is immediately
sent in mini-slot(s), regardless of ongoing eMBB
transmission

◦ URLLC RBs span over time rather than frequency, 
due to low-latency.

◦ URLLC punctures/pre-empts eMBB.

◦ URLLC transport block size is different than
eMBB transport block size

5

Fig. 2. uRLLC transmission: illustration of five latency components (upper), transmission of three service categories in subframe-

level (center), and overlay of uRLLC into eMBB transmission in symbol-level (bottom).
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5G NR uplink access
Service Request (SR)

◦ UE sends service request
◦ BS replies with UL grant
◦ Too time consuming for URLLC

Semi-persistent scheduling (SPS)
◦ Both NR and LTE specify SPS modes, where

periodically occuring minislots slots are assigned
to UEs.
◦ Often URLLC applications are periodic

◦ To save resources, overlap assignments.
◦ Short TTI allows reTX within latency budget.
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ACHIEVABLE 5G URLLC LATENCIES
We now want to understand what latencies are 
achievable with different URLLC configurations. 
Since URLLC is about latencies that can be guar-
anteed with high reliability (e.g., 1 – 10–5), we are 
interested in the worst case latencies (e.g., with 
maximum slot alignment times) for each URLLC 
configuration. Both FDD and TDD carrier config-
urations are considered. For FDD both LTE evolu-
tion as well as NR are investigated; for TDD only 
NR is investigated, since LTE TDD is not consid-
ered for URLLC enhancements. Assumptions on 
timings are made according to the discussions in 
3GPP.

The following questions are being investigated:
• How does the NR numerology impact laten-

cies?
• How does the latency change when slots of 

14 OFDM symbols are complemented by 
shorter transmissions of 7, 4, or 2 symbols?

• What benefits does SPS UL transmission pro-
vide over scheduling request (SR)-based UL 
transmission?
The latency for a DL packet transmission with 

k retransmissions can be expressed as

Ttot = Talign + Ttx + 2Tproc + k · (2Tturn + 2Ttx).

The worst case alignment delay Talign corre-
sponds to one (mini-)slot duration for FDD 
and two (mini-)slot durations for TDD, where 
we assume alternating UL-DL (mini-)slots in 
TDD as described earlier. The transmission time 
Ttx equals the (mini-)slot duration. We further 
assume one (mini-)slot duration as processing 
time for each transmitter and receiver, which 
represents the layer 1 and layer 2 processing 
for the packet transmission. For each retrans-
mission round, two transmission times Ttx are 
added, plus two turn-around times Tturn. For NR 
the turn-around times in the device and the BS 
are set to allow for a processing time between 

3 symbol durations at low numerologies (15–30 
kHz) and 9 symbols at high numerology (120 
kHz), rounded up to entire (mini-)slots. For LTE, 
the following turn-around times are assumed: 4 
TTIs for 2/3-symbol sTTIs, 4 TTIs for 7-symbol 
sTTIs, and 3 TTIs for 14-symbol TTIs. For LTE a 
2-symbol physical DL control channel (PDCCH) 
is assumed, and 3-symbol length is assumed for 
the 2/3-symbol mixed configuration (Fig. 2).

For UL data two cases are considered: 
SR-based with one SR resource per TTI (requir-
ing one additional round-trip for UL resources)
and SPS-based with one configured UL resource 
per TTI for the UE. Table 1 lists the worst case 
one-way radio access network (RAN) latencies 
without retransmission in DL and UL, as well as 
the additional latency for each hybrid automat-
ic repeat request (HARQ) retransmission (retx). 
It can be seen that some configurations (those 
marked in red) do not achieve a RAN latency 
bound down to 1 ms. Furthermore, the following 
observations can be made:
• FDD can provide significantly lower laten-

cy bounds than TDD, as the latency is not 
restricted by the UL-DL switching configura-
tion.

• Higher numerologies decrease latency, as 
expected.

• The usage of mini-slots significantly decreas-
es the guaranteed worst case latencies. The 
relative latency improvement of mini-slots 
decreases at higher sub-carrier spacings.

• SPS can significantly reduce UL latencies, so 
UL latencies become similar to DL latencies.

For the UL, a significant part of delay comes from the exchange of a scheduling request and a  
UL transmission grant between the user equipment and the base station. Also, from a reliability  
aspect this signaling bears the risk that both messages need to be correctly decoded in order  

for the UL transmission to start.

FIGURE 3. UL scheduling a) with scheduling request (SR) access; b) with SPS UL access; c) combined with 
shorter transmissions.
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Transmission latency
Worst-case latency for NR and LTE for

◦ Subcarrier spacing
◦ Slot length
◦ TDD/FDD mode
◦ Downlink/Uplink
◦ Semi-Persistent Scheduling / Service Request

Retx delay is added per reTX.

Most configurations support 1 ms latency

With reTX, latency budget becomes tight.
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• LTE URLLC configurations for FDD can pro-
vide low latencies that are on the order of 
NR URLLC for TDD configurations at numer-
ologies of 30 kHz.

• The turn-around times in NR are lower than 
for LTE, so delays for retransmissions are 
lower.

5G DESIGN FOR ULTRA-RELIABLE COMMUNICATION
ROBUST TRANSMISSION MODES

As described earlier, the general URLLC reliability 
requirement for one transmission of a packet is 
1 – 10–5 for 32 bytes with a user plane latency 
of 1 ms. For the physical layer reliability, this cor-
responds to a maximum block error rate (BLER) 
of 10–5 (i.e., 0.001 percent) which needs to be 
achieved at a certain channel quality depending 
on the deployment in which the URLLC service 
is operated. For LTE, besides fulfilling the require-
ment above, the work item description on URLLC 
[12] also considers use cases with requirements 
that are less stringent in terms of combinations of 
reliability and latency.

The transmission of a packet can comprise 
several steps, which can include control signaling 
and data transmission, for example, for assigning 
resources or HARQ feedback for retransmissions. 
This implies that each individual part of the trans-
mission chain should be reliable enough such that 
the overall reliability for the entire transmission 
sequence of the packet is achieved. In the fol-
lowing, we discuss some techniques applicable 
to both NR and LTE, and aspects of the new NR 

design that enable ultra-high-reliability transmis-
sion.

To achieve ultra-reliable transmissions over a 
fading radio channel, significant signal-to-noise 
ratio (SNR) margins are needed. Diversity is a key 
element for providing ultra-reliable transmission 
for both NR and LTE while also keeping the fad-
ing margins at reasonable levels [1, 13]. Diversity 
can be exploited, for example, in the time, fre-
quency, and spatial domains. In the time domain, 
diversity can be achieved by repetitions or feed-
back-based retransmission when the radio chan-
nel has changed its fading (i.e., after the channel 
coherence time); retransmission within the coher-
ence time still provides repetition or coding gains. 
It is often not possible to exploit time diversity for 
ultra-reliable low-latency services if the latency 
requirements are shorter than the channel coher-
ence time. Diversity in the frequency domain can 
be exploited within the physical bounds of the 
channel and available bandwidth by using tech-
niques such as distributed resource mapping or 
frequency hopping. In the spatial domain, multi-
ple antenna configurations at the transmitter and 
receiver determine the diversity order. For exam-
ple, the ITU evaluation configuration [14] sug-
gests that for certain urban macro environments, 
up to eight transmitter/receiver UE antennas can 
be considered. With multiple transmit antennas, 
an open-loop transmit diversity technique such 
as precoder cycling, which cycles through a set 
of precoding matrices over the bandwidth of 
the transmission, can provide spatial diversity as 
a function of frequency. With multiple receive 
antennas, different versions of the same signal will 
be available at the receiver. It is less likely that all 
of these versions will be in deep fade; therefore, 
they can be combined to effectively increase the 
signal-to-interference-plus-noise ratio (SINR).

The design of the NR control channel provides 
flexibility to support different service requirements. 
To ensure high reliability and wide coverage for 
the physical DL control channel (PDCCH), NR 
supports sufficiently low code rate transmission 
for typical URLLC downlink control information 
(DCI) sizes. The NR physical UL control channel 
(PUCCH) supports both short formats of duration 
1–2 OFDM symbols and long formats of dura-
tion 4–14 OFDM symbols, enabling low-laten-
cy features for mini-slot-based transmission and 
ultra-high reliability for UL control transmission. 
One relevant example is the two-symbol PUCCH, 
which also enables frequency hopping and thus 
increased reliability. In LTE, short PDCCH and 
short PUCCH have been introduced to support 
low-latency transmission based on sTTI, as illus-
trated in Fig. 2. Similar reliability enhancements 
such as support for repetition of data and control, 
compact DCI format, and high aggregation level 
can also be considered without significant impact 
on the existing LTE system.

To support very low BLER operation at reason-
able SINR levels, some form of robust channel 
coding is required. In LTE, turbo codes are used 
for data channels and tail-biting convolutional or 
Reed-Müller codes for control channels. Reliability 
enhancement can be achieved by, for example, 
extending the existing modulation and coding 
schemes (MCSs) to support operations at lower 
code rates. In NR, 3GPP has chosen new chan-

TABLE 1. Worst case RAN transmission latencies for different 5G URLLC configu-
rations (note that average latencies can be lower). 

FDD Downlink 
(ms) 

Uplink (ms) Retx delay 
(ms)SPS-based SR-based

NR 

30 kHz, 14 s mini-slot 1.7 1.7 3.2 1 .5

30 kHz, 7 s mini-slot 0.86 0.86 1.6 0.75 

30 kHz, 4 s mini-slot 0.54 0.54 0.96 0.43 

30 kHz, 2 s mini-slot 0.39 0.39 0.75 0.36 

120 kHz, 14 s slot 0.46 0.46 0.83 0.38 

120 kHz, 7 s mini-slot 0.33 0.33 0.64 0.31

LTE 

15 kHz, 14 s TTI 4.0 4.0 10 6.0 

15 kHz, 7 s sTTI 2.0 2.0 6.0 4.0 

15 kHz, 2 s sTTI 1.0 0.86 2.3 1.4 

TDD (DUDU pattern) Downlink 
(ms) 

Uplink (ms) Retx delay 
(ms)SPS-based SR-based

NR 

30 kHz, 14 s slot 2.2 2.2 4.1 2.0

30 kHz, 7 s slot 1.1 1.1 2.1 1.0

30 kHz, 4 s mini-slot 0.68 0.68 1.3 0.57

120 kHz, 14 s slot 0.58 0.58 1.1 0.5 

120 kHz, 7 s mini-slot 0.39 0.39 0.64 0.25
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Massive MIMO
Large number of antenna elements, e.g. 128.

◦ Multiplexing of many users

Channel hardening eliminates fast fading 
effects

◦ Large scale propagation and shadowing

CSI can be obtained using TDD, pilot 
estimation, and exploiting channel reciprocity

Results in ultra-reliable link
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UL DL UL DL UL DL UL DL

tSimplified illustruation of TDD. 5G has flexible frame structure.
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Mobile Edge Computing

Feature of Cloud RAN, Enabled through SDN and NFV technologies

MEC is geographically close to user:

◦ Computing resources

◦ Caching

◦ à Low latency and less traffic through core

MEC framework and architecture defined by ETSI MEC ISG standardization group
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Mobile Edge Computing - a key technology towards 5G 8 

increase performance compared to providing such services through the cloud or through core network 
servers, or to utilize the unique capabilities offered by MEC platforms such as proximity to the user and 
network edge, serving a highly localized area. It should be noted these examples are non-exhaustive and 
further service scenarios are available in the ETSI ISG MEC specification for Mobile Edge Computing 
Service Scenarios, GS MEC 004. Other scenarios which can make use of MEC are also possible.  

Augmented Reality  
New services become possible when mobile networks supporting high data rates and low latency 
computation are deployed. One example of such services is Augmented Reality. Augmented reality (AR) 
is the combination of a view of the real-world environment and supplementary computer-generated 
sensory input such as sound, video, graphics or GPS data. Augmented reality can enhance the 
experience of a visitor to a museum or another point of interest. Consider a visitor to a museum, art 
gallery, city monument, music or sports event, holding their mobile device towards a particular point of 
interest with the application related to their visit activated (i.e., the museum application). The camera 
captures the point of interest and the application displays additional information related to what the 
visitor is viewing.   

Augmented reality services require an application to analyse the output from a device's camera and/or a 
precise location in order to supplement a user's experience when visiting a point of interest by providing 
additional information to the user about what they are currently experiencing. The application needs to 
be aware of a user's position and the direction they are facing, either through positioning techniques or 
through the camera view, or both. After analysing such information, the application can provide 
additional information in real-time to the user. If the user moves, the information needs to be 
refreshed. Hosting the Augmented Reality service on a MEC platform instead of in the cloud is 
advantageous since supplementary information pertaining to a point of interest is highly localised and is 
often irrelevant beyond the particular point of interest. Figure 3 shows how a MEC platform can be used 
to provide an Augmented Reality service. 

 

Figure 3: Augmented Reality Service Scenario 

Additionally, the processing of user location or camera view can be performed on a MEC platform rather 
than on a more centralized server. There may be a need to update information at a fast rate, depending 
on how the user moves, and the context in which the augmented reality service is used (e.g. in an art 
gallery, exhibits are positioned only a few metres apart and each piece is supplemented with additional 
text on the artist, the interpretation of the artwork, etc.) In other words, augmented reality data 
requires low latency and a high rate of data processing in order to provide the correct information to 

• Hu, Y.C., Patel, M., Sabella, D., Sprecher, N. and Young, V., 2015. Mobile edge computing—A key technology towards 5G. ETSI white paper, 11(11), pp.1-16.
• D. Sabella, A. Vaillant, P. Kuure, U. Rauschenbach and F. Giust, "Mobile-Edge Computing Architecture: The role of MEC in the Internet of Things," in IEEE Consumer Electronics Magazine, vol. 5, 

no. 4, pp. 84-91, Oct. 2016.



Multi-Connectivity
Currently, two options are suported:

◦ Dual connectivity: 
◦ Since release-12
◦ Two BSs used for transmission to UE
◦ Aggregation point is Packet Data Convergence

Protocol (PDCP)

◦ Carrier Aggregation (CA):
◦ Since release-10
◦ One base station transmits on multiple carriers
◦ Aggregation point in MAC, centralized scheduling

according to channels
◦ But requires tight integration of radio protocol stack

Packet Duplication for reliability boosting
◦ Introduced in release-15
◦ Both DC and CA duplicate packet in PDCP
◦ à Independent paths

Lisbon, August 28, 2018 ISCWS, T5 - MTC: FROM MASSIVE CONNECTIVITY TO URLLC, PART 2, JIMMY J. NIELSEN 
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Network slicing in 5G
A network slice can cover many elements of 
the network:

◦ software modules running on cloud nodes
◦ specific configurations of the transport network 

supporting flexible location of functions, 
◦ dedicated radio configuration or even a specific 

RAT,
◦ configuration of the 5G device

Wireless slicing refers to the allocation of 
wireless resources to different service types.

◦ Dedicated/orthogonal, or
◦ Shared/non-orthogonal (several flavours)

Also in 3GPP specs, e.g. TS 38.300

47 
 

Figure 9 illustrates an example of multiple 5G slices concurrently operated on the same infrastructure. 
For example, a 5G slice for typical smartphone use can be realized by setting fully-fledged functions 
distributed across the network. Security, reliability and latency will be critical for a 5G slice supporting 
automotive use case. For such a slice, all the necessary (and potentially dedicated) functions can be 
instantiated at the cloud edge node, including the necessary vertical application due to latency 
constraints. To allow on-boarding of such a vertical application on a cloud node, sufficient open 
interfaces should be defined. For a 5G slice supporting massive machine type devices (e.g., sensors), 
some basic C-plane functions can be configured, omitting e.g., any mobility functions, with contention-
based resources for the access. There could be other dedicated slices operating in parallel, as well as a 
generic slice providing basic best-effort connectivity, to cope with unknown use cases and traffic. 
Irrespective of the slices to be supported by the network, the 5G network should contain functionality 
that ensures controlled and secure operation of the network end-to-end and at any circumstance. 
 

 
 

Figure 9: 5G network slices implemented on the same infrastructure 
 

 
The use of both dedicated infrastructure resources for certain slices, as well as the use of shared 
infrastructure resources and functions between multiple slices is needed. One example of a shared 
function is the radio scheduler. The scheduler of a RAT will typically be shared among multiple slices, 
and will play a definitive role in allocating resources and setting the performance of a 5G slice, including 
the extent to which consistent user experience is realized. The scheduler implementation in today’s 
networks is typically proprietary. Nevertheless, the required level of openness needs to be defined to 
have sufficient control over this critical function. 
 
To realize such 5G system architecture, the C- and U-plane functions should be clearly separated, with 
open interfaces defined between them, in accordance with SDN principles. In addition, open interfaces 
should be defined between access-specific and access-agnostic functions so that additional access 
technologies, both fixed and radio, can be easily integrated into the 5G network in future. The fronthaul 
interface(s) between remote radio units and baseband units should also be open and flexible, offering 
multi-vendor operation and good forward and backward compatibility, while providing options for 
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Examples of recent advances
Pre-emptive scheduling for (UR)LLC:

◦ Null Space Based Preemptive Scheduling For Joint URLLC and eMBB Traffic in 5G Networks

◦ Wireless Network Slicing for eMBB, URLLC, and mMTC

Multi-connectivity for URC:
◦ Novel Duplication Status Report for Multi-Connectivity Applications 

◦ Optimized Interface Diversity for Ultra-Reliable Low Latency Communication
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Null Space Based Preemptive Scheduling For Joint URLLC and 
eMBB Traffic in 5G Networks
Exploits spatial degrees of freedom (MIMO) to 
simultaneously schedule URLLC and eMBB.

NSBPS scheduler:
◦ Arriving URLLC transmissions are paired with 

spatially orthogonal eMBB transmission

◦ Comparison to simple punctured scheduler (PS)

A. A. Esswie, K. I. Pedersen: Opportunistic Spatial Preemptive Scheduling for URLLC and eMBB Coexistence

to orient its decoding vector within one possible null-space,
thus, no residual inter-user interference is experienced at the
URLLC user. Compared to the state-of-the-art scheduling
studies from industry and academia, proposed NSBPS shows
extreme robustness of the URLLC QoS with significantly
enhanced ergodic capacity. Themajor framework of this work
is summarized as follows:

• We extend our recent studies [11], [26] to propose a
comprehensive performance analysis of the NSBPS
scheduler under diversity of traffic and network settings.

• Compared to the state-of-the-art scheduler proposals
from latest 3GPP standards, the derived NSBPS sched-
uler shows extreme URLLC latency robustness while
approaching the network ergodic capacity.

• Proposed NSBPS scheduler is compliant with the
5G-NR standardization and requires neither excessive
control overhead nor higher processing complexity.

Due to the complexity of the 5G-NR and addressed prob-
lems therein [1]–[3], the performance of the proposed
NSBPS scheduler is evaluated by highly-detailed system
level simulations (SLSs), and supported by analytical anal-
ysis of the key performance indicators. Following the same
methodology as in [11] and [26], these simulations are
based on widely accepted mathematical models and cali-
brated against the 3GPP 5G-NR assumptions of the majority
of the resource management functionalities, e.g., HARQ,
link-to-system mapping, and adaptive link adaptation.
Furthermore, simulation results are ensured to be statistically
reliable by preserving an extremely sufficient simulation
confidence interval.
Notations: (X )T , (X )H and (X )-1 stand for the transpose,

Hermitian, and inverse operations of X , X · Y is the dot
product of X and Y , while X and kXk represent the mean
and 2-norm of X . X ⇠ CN(0, � 2) presents a complex
Gaussian random variable with zero mean and variance � 2,
X

 , 2{llc,mbb} denotes the type of user X , E {X } and
card(X ) are the statistical expectation and cardinality of X .

The rest of this paper is organized as follows. Section II
introduces the system and signal models. Section III presents
the addressed problem formulation. Section IV discusses the
proposed NSBPS scheduler in detail. Section V describes
an analytical gain analysis compared to the state-of-the-art
studies, and extensive system level performance evaluation is
drawn in Section VI. Section VII concludes the paper.

II. SETTING THE SCENE
A. SYSTEM MODEL
We consider a downlink (DL) 5G-NR network where the
URLLC and eMBB service classes coexist [11], [26]. There
are C cells, each equipped with Nt transmit antennas, and K
uniformly-distributed user equipment’s (UEs) per cell, each
equipped with Mr receive antennas. Users are dynamically
multiplexed by the orthogonal frequency division multiple
access (OFDMA) [27]. We assess three types of DL traffic
as: (1) URLLC sporadic FTP3 traffic with finite Bllc�byte
payload size and Poisson arrival process �, (2) eMBB full

buffer traffic model with infinite payload size, and (3) eMBB
constant bit rate (CBR) traffic model [28], i.e., broadband
video streaming, with a predetermined number of packets ň,
each is Bmbb�byte, and packet inter-arrival rate ı̆ .

The average number of UEs per cell is expressed as:Kmbb+
Kllc = K , where Kmbb and Kllc are the average numbers of
eMBB and URLLC UEs per cell, respectively. Hence, the
offered URLLC load per cell is given by: Kllc ⇥ Bllc ⇥ �,
while the eMBB full buffer load is infinite and the CBR load
per cell is: Kmbb ⇥

⇣
Bmbb

(ň�1)ı̆

⌘
, respectively. The flexible frame

structure of the 5G-NR is adopted in this work [12], where
the URLLC and eMBB UEs are scheduled with variable TTI
duration. As depicted in Fig. 1, eMBB traffic is scheduled
per a long TTI of 14-OFDM symbols for maximizing its
perceived SE while the URLLC traffic is scheduled per a
shorter TTI of 2-OFDM symbols, i.e., mini-slot, due to its
latency requirements. In the frequency domain, the minimum
schedulable unit is the PRB, each is 12 sub-carriers of 15 kHz
spacing. In line with [12] and [13], the scheduling grant is
transmitted within the resources assigned to each user, i.e.,
in-resource CCH. Thus, the minimum resource allocation
per user should be sufficiently large to accommodate the
in-resource CCH in addition to its desired payload.

FIGURE 1. Agile 5G system model and frame structure.

Dynamic link adaptation with adaptive selection of the
modulation and coding schemes (MCS) is assumed [29],
based on the frequency-selective channel quality indica-
tion (CQI) user reports. Due to the bursty nature of the
FTP3 URLLC and CBR eMBB traffic, the set of active inter-
ferers in the system changes sporadically in return, leading
to a highly varying interference pattern. Thus, a sliding low
pass filter is applied on the instantaneous CQI reports [21] to
smooth out the variance of the interference pattern as

@(t) = ã A+ (1 � ã)@(t � 1), (1)

where @(t) is the final CQI value based on the averaged
interference covariance, to be considered for MCS selection
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FIGURE 11. TD user queuing performance of the NSBPS, MU-PS, and PS

schedulers, with ⌦ .

FIGURE 12. URLLC per packet SINR performance of the NSBPS, MU-PS,

and PS schedulers, with ⌦ = (5, 20).

scheduler provides ⇠ 1 dB gain in the average FTP3 packet
SINR over the PS scheduler. The fixed subspace projection
of the victim eMBB transmissions leads to regularizing the
inter-cell interference statistics from different cells into a
compressed spatial span. Thus, the LMMSE-IRC receiver
has better SDoFs to reject and null the interference statistics
from the received signal, leading to a better SINR perfor-
mance with the NSBPS scheduler. However, the MU-PS
scheduler exhibits the worst SINR level per FTP3 packet due
to the residual inter-user interference from the standard MU
transmissions.

C. EMBB REALISTIC TRAFFIC MODEL
Examining the end-to-end eMBB performance, we also con-
sider a more realistic traffic modeling in order to emulate the
coexistence of the broadband video streaming services with
the URLLC applications. Under this assumption, a constant
bit rate (CBR) traffic modeling is adopted for the eMBB
users, where ň = 10, Bmbb = 320 KBytes, and ı̆ =
0.6864 sec. This implies a clip time of ⇠ 6.1776 sec and
CBR load of ⇠ 4 Mbps per eMBB user. When an arbitrary
eMBB user finishes its corresponding streaming session,
another eMBB user is generated with a random position in
the simulation.

Fig. 13 depicts the complementary CDF (CCDF)
of the URLLC one-way latency, for different antenna
configurations, i.e., 8 ⇥ 2 and 8 ⇥ 8, respectively. As can

FIGURE 13. URLLC latency CCDF of the NSBPS, and PS schedulers, with

eMBB CBR traffic and ⌦ = (5, 10).

be seen, with 8 ⇥ 2 antenna setup, the URLLC latency
performance of both NSBPS and PS schedulers is signif-
icantly degraded, where the URLLC 1 ms outage latency
can not be satisfied. This is due to the highly varying set
of active interferers, resulting from the bursty eMBB CBR
traffic. Hence, the resultant fast varying interference pattern
disrupts the URLLC link adaptation process, leading to sev-
eral HARQ re-transmissions before a successful decoding.
One possible suggestion is to utilize the channel hardening
phenomenon [38] by increasing the size of the transmit and
receive antenna arrays, for the same transceiver complexity.
With larger antenna arrays, the spatial channel becomes more
directive on the desired paths with much less energy leakage
on interference paths, leading to a better decoding ability
of the LMMSE-IRC receiver. Hence, with 8 ⇥ 8 antenna
setup, the URLLC latency performance of both schedulers
is clearly improved, achieving the URLLC latency target
with the NSBPS scheduler, due to the significantly reduced
interference leakage. Finally, Fig. 14 depicts the ECDF of the
achievable eMBB user CBR, where similar conclusions can
be drawn.

FIGURE 14. eMBB CBR throughput performance of the NSBPS, and PS

schedulers, with ⌦ = (5, 10).
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Wireless Network Slicing for eMBB, URLLC, and mMTC
Problem statement

Considers orthogonal (a, reserved) and non-

orthogonal (b, puncturing) slicing:

◦ eMBB + mMTC

◦ eMBB + URLLC

Research question:
Given reliability constraints:

◦ !URLLC = 10-5

◦ !eMBB = 10-3

◦ and scenario parameters such as SNR, what are

achievable rates?

This work presents an information theoretic

model to determine optimal slicing strategy, in 

different situations.

eMBB mMTC URLLC idle
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Fig. 1. Illustration of the slicing of the wireless resources in a time-frequency frame for supporting the three generic services

with: (a) orthogonal slicing and (b) non-orthogonal slicing. The idle time-frequency blocks are not used for transmission due

to absence of traffic. Note that in (a) some of the frequency channels are reserved to URLLC traffic, whereas in (b) the same

channels are allocated to both URLLC and eMBB.

to gain diversity. An important observation is that, since URLLC traffic is bursty, the resources

allocated to URLLC users are mostly unused, i.e., the channels reserved for URLLC are idle on

Fig.1(a) when no URLLC transmission takes place.

As suggested by the previous example, orthogonal slicing may result in an inefficient use

of the wireless resources. This issue may be potentially addressed by leveraging the shared

nature of the wireless medium, which allows non-orthogonal slicing. Accordingly, wireless

resources are allocated simultaneously to multiple services. The reuse of wireless resources

may increase spectral efficiency and other metrics such as access latency, but this comes at

the cost of introducing interference among the traffic types. Interference makes it challenging to

guarantee the reliability requirements of the different services, which calls for the implementation

of interference-management mechanisms. Non-orthogonal slicing can be thought of as a form of

non-orthogonal multiple access (NOMA), see, e.g., [9]. Here, we will adopt the term “slicing”

due to our specific focus on satisfying heterogeneous reliability requirements.

An example of non-orthogonal slicing is depicted in Fig. 1(b). Here the frequency channels

that were previously (cf. Fig. 1(a)) allocated only to mMTC or URLLC traffic are now granted

also to the eMBB users. This allows the eMBB users to benefit from the intermittent nature of
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eMBB mMTCURLLC

Fig. 2. The considered scenario with uplink transmissions to a common base station (BS) from devices using the three generic

5G services.

on grant-free access for all services, the proposed model takes into account the difference

in arrival processes and traffic dynamics that are inherent to each individual service. The

model also accounts for different decoding architectures at the BS.

• We first analyze the performance of orthogonal slicing for all three services. We focus on

achievable transmission rates for eMBB and URLLC and on the throughput for mMTC.

• We then study the performance trade-offs in the presence of non-orthogonal slicing. For the

case of simultaneous URLLC and eMBB transmission, we consider both puncturing and

successive interference cancellation (SIC) decoders at the BS. The latter is also investigated

for the scenario of simultaneous mMTC and eMBB transmissions.

• Among the main conclusions, our study reveals the important fact that non-orthogonal slicing

can benefit from a design that utilizes the heterogeneous reliability requirements for the three

services. We refer to this design principle as reliability diversity. The heterogeneity leveraged

by reliability diversity is not only in terms of the numerical values of the reliability levels,

but also in terms of very definition of reliability across the three services. For example, the

reliability metric typically considered for mMTC is the fraction of detected devices among

the massive set of active users, whereas for eMBB and URLLC services one typically

adopts the classic frame error rate. Our results show that, if reliability diversity is properly

exploited, non-orthogonal slicing can lead, in some regimes, to important gains in terms of
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Wireless Network Slicing for eMBB, URLLC, and mMTC
Rate regions for eMBB + URLLC

Three schemes are compared:

◦ Orthogonal

◦ Successive Interference Cancellation (SIC) at BS

◦ Puncturing (erasure)

Key results for URLLC:

◦ Puncturing (erasure) is outperformed by others

◦ If high URLLC rate is desired, orthogonal slicing is 
best

◦ If high eMBB rate is desired, SIC is best

◦ SIC may be infeasible due to complexity
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Novel Duplication Status Report for Multi-Connectivity 
Applications 
Novel Duplication Status Report:

◦ Upon successful decoding of a PDCP packet, the 
UE sends status report to all nodes.

◦ Unsent copies of the same PDCP packet in other
nodes are thus not transmitted.

 

a) Implementation schematic of the proposed solution (right) compared to the state of the art 
(left) 

 

 

b) Latency CCDF of Single Connectivity (SC), Dual Connectivity (DC) and DC with discard for a 
HetNet scenario with both links at 10 dB mean SNR. 
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a) Implementation schematic of the proposed solution (right) compared to the state of the art 
(left) 

 

 

b) Latency CCDF of Single Connectivity (SC), Dual Connectivity (DC) and DC with discard for a 
HetNet scenario with both links at 10 dB mean SNR. 

 

  
c) Transmission Efficiency of Single Connectivity (SC), Dual Connectivity (DC) and DC with 

discard for a HetNet scenario with both links at 5 and 10 dB mean SNR. 
 
Figure 2: Implementation Schematic and Performance Evaluation of the proposed ‘Duplication Status 
Report’ in Multi-Connectivity Applications. 
 

Component Carrier Selection Mechanism for MCA  

This solution addresses the allocation of CCs to a UE in a generic manner, encompassing both single-

node and multi-node MCA. In the case of eMBB, the user data flow would be split among the assigned 

CCs to maximize the throughput. In the URLLC case, the data flow would be duplicated. This solution 

relies on a rule-based system, which has been shown as a useful tool for optimization in the field of 

mobile communications [12].  

This system aims at determining the number and indices of CCs to be assigned to a specific UE, as well 

as the gNBs providing each of them. The antecedents of the rules are made up over performance 

information, gathered from the UEs (e.g., RSRP or RSRQ) and the CCs themselves (e.g., load 

information). The consequences of the rules are scores (standing for their suitability given a certain 

policy), over which an aggregation method is applied. Finally, the CCs with the highest aggregated 

scores, whenever they are above a minimum threshold, are assigned to the users. 

A proof of concept has been carried out in an environment of load imbalance. That is, a situation in 

which the heterogeneous distribution of the users throughout the scenario makes a reduced group of 

base stations support most of the offered traffic, leading to a high number of call blocks, whereas 

Mahmood, N.H., Laselva, D., Palacios, D., Emara, M., Filippou, M.C., Kim, D.M. and de-la-Bandera, I., 2018. Multi-channel access solutions for 5G new radio. IEEE Wireless Comm.



Optimized Interface Diversity for Ultra-Reliable Low Latency 
Communication (URLLC)  
In this work, we have focused on the integration of multiple communication technologies to 
not rely on a single radio technology.

Ensure end-to-end UR(LL)C for packet transmissions.

Exploit multiple available communication interfaces on last hop link to M2M device.
◦ Or in other words, Interface Diversity.
◦ In principle we can use any communication technology.

Source device
Remote host
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Transmission strategies
Cloning / packet duplication

◦ Maximum reliability

◦ Latency slightly reduced since first packet received defines 
latency.

Payload splitting through coding of individual packets

◦ Packet is decodable when slightly more than B bytes of 
coded payload is received, i.e. ∑ !i > 1.

◦ Smaller fragments are (sometimes) faster to send.

K-out-of-N (needed to decode)

◦ Equal sized coded fragments sent on each interface.

◦ Allows to trade-off transmission latency and reliability.

Weighted splitting

◦ Sizes of coded fragments can be optimized for a specific 
latency-reliability trade-off.
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Evaluation framework
Combining of latency CDFs through reliability engineering methods:

Cloning / packet duplication:
◦ System of components in parallel

K-out-of-N:
◦ In case of identical interfaces

◦ otherwise, use the following.

Weighted splitting:
◦ Considers the feasibility of all possible outcomes (all combinations of packet losses on interfaces):

1
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The element ch,i in the hth row and ith column of C, refers
to the ith interface in the hth outcome.

For a specific choice of γ, we use the law of total probability
to evaluate the resulting latency-reliability function by sum-
ming the probability of all successful events. The successful
events are the outcomes where the received coded packets can
be decoded. The resulting latency-reliability function is:

Fweighted(x,γ, B) =
2N
∑

h=1

dh

N
∏

i=1

Gi(x, γiB) (2)

where

dh =

{

1, if
∑N

i=1 ch,i · γi ≥ 1
0, otherwise

(3)

ensures that we only include outcomes where at least the
minimal number of payload fragments are received that allow
to decode the payload. Further, Gi(x) is defined as:

Gi(x, γiB) =

{

Fi(x, γiB), if ch,i = 1
1− Fi(x, γiB), if ch,i = 0.

(4)

B. Cloning

For transmissions using packet cloning over N interfaces
that can justifiably be considered independent, e.g. cellular
connecting to different eNBs or cellular from different oper-
ators, we can either use the method presented above or we
can use the easier traditional parallel systems [21] method to
combine the latency-reliability functions as:

FN -clon(x,γ, B) = 1−
N
∏

i=1

(1− Fi(x, γiB)). (5)

In either case γi = 1 for i = 1, . . . , N .

C. k-out-of-N splitting

While the k-out-of-N splitting strategy is only optimal for
the case of identical interfaces, it can in principle be used in
any case, but with best results in situations where the proper-
ties of the available interfaces are comparable. Generally, we
can evaluate the latency-reliability function using the method
in sec. III-A, with γi = 1/k for i = 1, . . . , N . In the special
case of N identical interfaces, the resulting latency-reliability
function can be calculated as:

Fk-of-N (x,γB) =
N
∑

r=k

(

N

r

)

F (x, γB)r(1− F (x, γB))n−r

(6)
where γ = 1/k and F (x, γB) is the latency-reliability function
that represents the identical interfaces.

D. Weighted splitting

The challenge of the weighted splitting scheme is to deter-
mine how many coded fragments to send on each interface
to optimize a given utility function. This problem has N
degrees of freedom in the form of the payload allocation vector

γ = {γ1, . . . , γN}. Formally, this optimization problem can be
phrased in the following way:

max
γ

R
∑

r=1
Fweighted(lr,γ) · wr

s.t. γi ≤ γd
N
∑

i=1
γi ≥ γd.

(7)

where Fweighted(lr,γ) is evaluated using eq. (2) and the vectors
l = {l1, . . . , lR} and w = {w1, . . . , wR} specify the tar-
geted latency values to be maximized and their corresponding
importance, respectively. For example, l = {0.2, 0.5} and
w = {1, 10} would mean that reliability at 0.5 s is 10x more
important than reliability at 0.2 s.

Assuming that the optimization is solved using a brute-
force search, the search space grows as (1/δγ)

N
, where δγ is

the step size between γ-values. In practice, the computational
tractability of a brute-force search is therefore limited by
the number of interfaces N and choice of step size δγ . The
problem in eq. (7) does not immediately have an analytical
solution, since the payload assignment weights in γ do not
translate linearly into specific reliability values. Specifically,
when increasing the γ value for an interface and thereby
increasing the amount of coded payload, the reliability for
a specific latency is going to decrease at some point due
to the increasing packet size. However, at the same time a
combination of two or more interfaces’ increasing γ-values can
add up to γd and thereby improve the overall reliability, even
if the reliability of the individual interfaces is decreasing as
γ goes up. This behavior, that the overall reliability decreases
before it suddenly jumps up, combined with the fact that the
γ value should be adjusted for each interface individually,
narrows the possibilities for analytical solutions.

Therefore, for the numerical results, we include results from
a brute-force search that tries out all combinations of γ-values
on the different interfaces, with a step size that is coarse
enough to make the search computationally tractable. While
we have not managed to solve the whole optimization problem
in eq. (7) analytically, we present in the following section an
analytical solution to a subproblem of eq. (7). specifically, we
consider how to optimally split coded payload between two
interfaces A and B, so that the latency is minimized.

IV. ANALYSIS OF SPLITTING BETWEEN TWO INTERFACES

In the optimization problem, we assume the latency of each
interface is represented by two Gaussian random variables
XA ∼ N (µA,σ2

A) and XB ∼ N (µB ,σ2
B). In the following

we assume that σA and σB are constant and independent of
µA and µB .

When splitting the payload between two interfaces, the
latency is defined by the time at which the last fragment
is received. The expected latency is thus the expectation of
max(XA, XB), which is also the first moment of the random
variable max(XA, XB). By using the approximation of the
expectation of the maximum of two normal random variables
from [22], we obtain

L = E[max(XA, XB)] = µAΦ(η) + µBΦ(−η) + ξφ(η) (8)
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(4)

B. Cloning

For transmissions using packet cloning over N interfaces
that can justifiably be considered independent, e.g. cellular
connecting to different eNBs or cellular from different oper-
ators, we can either use the method presented above or we
can use the easier traditional parallel systems [21] method to
combine the latency-reliability functions as:

FN -clon(x,γ, B) = 1−
N
∏

i=1

(1− Fi(x, γiB)). (5)

In either case γi = 1 for i = 1, . . . , N .

C. k-out-of-N splitting

While the k-out-of-N splitting strategy is only optimal for
the case of identical interfaces, it can in principle be used in
any case, but with best results in situations where the proper-
ties of the available interfaces are comparable. Generally, we
can evaluate the latency-reliability function using the method
in sec. III-A, with γi = 1/k for i = 1, . . . , N . In the special
case of N identical interfaces, the resulting latency-reliability
function can be calculated as:

Fk-of-N (x,γB) =
N
∑

r=k

(

N

r

)

F (x, γB)r(1− F (x, γB))n−r

(6)
where γ = 1/k and F (x, γB) is the latency-reliability function
that represents the identical interfaces.

D. Weighted splitting

The challenge of the weighted splitting scheme is to deter-
mine how many coded fragments to send on each interface
to optimize a given utility function. This problem has N
degrees of freedom in the form of the payload allocation vector

γ = {γ1, . . . , γN}. Formally, this optimization problem can be
phrased in the following way:

max
γ

R
∑

r=1
Fweighted(lr,γ) · wr

s.t. γi ≤ γd
N
∑

i=1
γi ≥ γd.

(7)

where Fweighted(lr,γ) is evaluated using eq. (2) and the vectors
l = {l1, . . . , lR} and w = {w1, . . . , wR} specify the tar-
geted latency values to be maximized and their corresponding
importance, respectively. For example, l = {0.2, 0.5} and
w = {1, 10} would mean that reliability at 0.5 s is 10x more
important than reliability at 0.2 s.

Assuming that the optimization is solved using a brute-
force search, the search space grows as (1/δγ)

N
, where δγ is

the step size between γ-values. In practice, the computational
tractability of a brute-force search is therefore limited by
the number of interfaces N and choice of step size δγ . The
problem in eq. (7) does not immediately have an analytical
solution, since the payload assignment weights in γ do not
translate linearly into specific reliability values. Specifically,
when increasing the γ value for an interface and thereby
increasing the amount of coded payload, the reliability for
a specific latency is going to decrease at some point due
to the increasing packet size. However, at the same time a
combination of two or more interfaces’ increasing γ-values can
add up to γd and thereby improve the overall reliability, even
if the reliability of the individual interfaces is decreasing as
γ goes up. This behavior, that the overall reliability decreases
before it suddenly jumps up, combined with the fact that the
γ value should be adjusted for each interface individually,
narrows the possibilities for analytical solutions.

Therefore, for the numerical results, we include results from
a brute-force search that tries out all combinations of γ-values
on the different interfaces, with a step size that is coarse
enough to make the search computationally tractable. While
we have not managed to solve the whole optimization problem
in eq. (7) analytically, we present in the following section an
analytical solution to a subproblem of eq. (7). specifically, we
consider how to optimally split coded payload between two
interfaces A and B, so that the latency is minimized.

IV. ANALYSIS OF SPLITTING BETWEEN TWO INTERFACES

In the optimization problem, we assume the latency of each
interface is represented by two Gaussian random variables
XA ∼ N (µA,σ2

A) and XB ∼ N (µB ,σ2
B). In the following

we assume that σA and σB are constant and independent of
µA and µB .

When splitting the payload between two interfaces, the
latency is defined by the time at which the last fragment
is received. The expected latency is thus the expectation of
max(XA, XB), which is also the first moment of the random
variable max(XA, XB). By using the approximation of the
expectation of the maximum of two normal random variables
from [22], we obtain

L = E[max(XA, XB)] = µAΦ(η) + µBΦ(−η) + ξφ(η) (8)
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Fig. 1. Multiple paths between M2M device (left) and remote host (right).

A. Transmission Strategies

For transmitting the stream of messages from M2M device
to end-host, we consider the following strategies (see Fig. 2):

1) Cloning: In this simple approach, the source device
sends a full copy of each message through each of the N avail-
able interfaces. Since only one copy is needed at the receiver to
decode the message, cloning makes the communication robust
at the expense of N−fold redundancy.

2) Splitting: Instead of sending a full copy on each inter-
face, only a fraction of the message is sent on each interface
with this strategy. This allows to trade-off reliability and
latency through the selection of the fraction sizes. We assume
that the payload is encoded, such that we can generate a
desired number of coded fragments to be sent through different
interfaces. This can be achieved using for example rateless
codes [18] or Reed Solomon codes [19]. The receiver will be
able to decode the encoded message with very high probability
as long as it receives coded fragments corresponding to
approximately 100(1 + ϵ)% of the initial message size. A
typical value is ϵ = 0.05 [18] and we denote this threshold
as γd = 1.05. The coded fragments of a message that are
to be sent over the same interface, are grouped together in a
single packet to avoid excess protocol overhead. We assume
that for a specific payload message, we let the used code (e.g.
rateless or Reed Solomon based) generate coded fragments
of a relatively small size, e.g. 10 bytes. When nonuniform,
weighted splitting is used, the challenge is to determine how
many fragments to assign to each interface. Depending on
whether identical or different types of interfaces are used,
splitting can be realized through either k-out-of-N splitting
or weighted splitting, respectively:

k-out-of-N splitting generates n equally sized coded frag-
ments from the payload and the receiver needs to receive
at least k of them in order to decode the message. This
strategy allows to trade off reliability and latency, since
large redundancy leads to higher reliability but longer
transmission times, whereas small redundancy offers a
lower error protection but shorter transmission times.

Weighted the payload is split across interfaces so that the
size of the per-interface packet is optimized according to
a specific objective. That objective could be to minimize
the expected overall transmission latency or to maximize
the reliability for a given latency constraint. The optimal
solution is, however not trivial, as our analysis shows.

(a) Cloning

(b) 2-out-of-3

(c) Weighted

Fig. 2. Transmission strategies, with 2-out-of-3 as example of k-out-of-N .
The time instant τ is when the payload can be successfully decoded.

B. Latency-reliability Function

Typically, the duration of a packet transmission is depending
on the packet size B. As a result, we specify the latency-
reliability function of interface i as Fi(x,B). This gives the
probability of being able to transmit a data packet of B
bytes from a source to a destination via interface i within a
latency deadline x. In other words, the value of Fi(x,B) is the
achievable reliability P (X ≤ x) for a latency x and payload
size B. In the following, let γi specify the fraction of coded
payload assigned to interface i, where γi = [0, γd]. Also, let
Pe refer to the long-term error or packet loss probability of an
interface, as defined in references [17], [20].

III. RELIABILITY OF INTERFACE DIVERSITY

This section presents the proposed methodologies for
achieving reliability through interface diversity. Generally, we
assume that the interfaces fail independently, i.e. that the
interfaces do not have common error causes.

A. Evaluating reliability for weight assignment

The general approach to evaluating the latency-reliability
function for a specific transmission strategy, is that we consider
for each possible outcome (in terms of packet losses) if enough
payload has been received to decode the message and then
sum up the success probability according to the law of total
probability. The steps to do this are explained in the following.

Note that payload assignments where
∑N

i=1 γi < γd should
be avoided, as in such cases, the coded packets can never
be decoded. For enumeration of all possible events, let C

be a 2N × N matrix listing all possible outcomes for the N
interfaces, where a 0 or 1 denotes the successful or failed
reception of a packet from the interface of that column:

C =

⎡

⎢

⎢

⎢

⎣

0 · · · 0
0 · · · 1
...

...
...

1 · · · 1

⎤

⎥

⎥

⎥

⎦

. (1)
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Optimization of weights
The vector of weights ! can be optimized, 
e.g. to reach a certain latency-reliability target.

◦ Combinatorial problem, solution space grows as:

In general, we use a brute-force algorithm to solve.

However in the paper we present an analytic 
solution for the simple case of two interfaces:

◦ Assuming latency distribution is Gaussian, with 
same variance.

◦ Based on approximation1 of 

◦ Solution fits well with brute-force result.
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The element ch,i in the hth row and ith column of C, refers
to the ith interface in the hth outcome.

For a specific choice of γ, we use the law of total probability
to evaluate the resulting latency-reliability function by sum-
ming the probability of all successful events. The successful
events are the outcomes where the received coded packets can
be decoded. The resulting latency-reliability function is:

Fweighted(x,γ, B) =
2N
∑

h=1

dh

N
∏

i=1

Gi(x, γiB) (2)

where

dh =

{

1, if
∑N

i=1 ch,i · γi ≥ 1
0, otherwise

(3)

ensures that we only include outcomes where at least the
minimal number of payload fragments are received that allow
to decode the payload. Further, Gi(x) is defined as:

Gi(x, γiB) =

{

Fi(x, γiB), if ch,i = 1
1− Fi(x, γiB), if ch,i = 0.

(4)

B. Cloning

For transmissions using packet cloning over N interfaces
that can justifiably be considered independent, e.g. cellular
connecting to different eNBs or cellular from different oper-
ators, we can either use the method presented above or we
can use the easier traditional parallel systems [21] method to
combine the latency-reliability functions as:

FN -clon(x,γ, B) = 1−
N
∏

i=1

(1− Fi(x, γiB)). (5)

In either case γi = 1 for i = 1, . . . , N .

C. k-out-of-N splitting

While the k-out-of-N splitting strategy is only optimal for
the case of identical interfaces, it can in principle be used in
any case, but with best results in situations where the proper-
ties of the available interfaces are comparable. Generally, we
can evaluate the latency-reliability function using the method
in sec. III-A, with γi = 1/k for i = 1, . . . , N . In the special
case of N identical interfaces, the resulting latency-reliability
function can be calculated as:

Fk-of-N (x,γB) =
N
∑

r=k

(

N

r

)

F (x, γB)r(1− F (x, γB))n−r

(6)
where γ = 1/k and F (x, γB) is the latency-reliability function
that represents the identical interfaces.

D. Weighted splitting

The challenge of the weighted splitting scheme is to deter-
mine how many coded fragments to send on each interface
to optimize a given utility function. This problem has N
degrees of freedom in the form of the payload allocation vector

γ = {γ1, . . . , γN}. Formally, this optimization problem can be
phrased in the following way:

max
γ

R
∑

r=1
Fweighted(lr,γ) · wr

s.t. γi ≤ γd
N
∑

i=1
γi ≥ γd.

(7)

where Fweighted(lr,γ) is evaluated using eq. (2) and the vectors
l = {l1, . . . , lR} and w = {w1, . . . , wR} specify the tar-
geted latency values to be maximized and their corresponding
importance, respectively. For example, l = {0.2, 0.5} and
w = {1, 10} would mean that reliability at 0.5 s is 10x more
important than reliability at 0.2 s.

Assuming that the optimization is solved using a brute-
force search, the search space grows as (1/δγ)

N
, where δγ is

the step size between γ-values. In practice, the computational
tractability of a brute-force search is therefore limited by
the number of interfaces N and choice of step size δγ . The
problem in eq. (7) does not immediately have an analytical
solution, since the payload assignment weights in γ do not
translate linearly into specific reliability values. Specifically,
when increasing the γ value for an interface and thereby
increasing the amount of coded payload, the reliability for
a specific latency is going to decrease at some point due
to the increasing packet size. However, at the same time a
combination of two or more interfaces’ increasing γ-values can
add up to γd and thereby improve the overall reliability, even
if the reliability of the individual interfaces is decreasing as
γ goes up. This behavior, that the overall reliability decreases
before it suddenly jumps up, combined with the fact that the
γ value should be adjusted for each interface individually,
narrows the possibilities for analytical solutions.

Therefore, for the numerical results, we include results from
a brute-force search that tries out all combinations of γ-values
on the different interfaces, with a step size that is coarse
enough to make the search computationally tractable. While
we have not managed to solve the whole optimization problem
in eq. (7) analytically, we present in the following section an
analytical solution to a subproblem of eq. (7). specifically, we
consider how to optimally split coded payload between two
interfaces A and B, so that the latency is minimized.

IV. ANALYSIS OF SPLITTING BETWEEN TWO INTERFACES

In the optimization problem, we assume the latency of each
interface is represented by two Gaussian random variables
XA ∼ N (µA,σ2

A) and XB ∼ N (µB ,σ2
B). In the following

we assume that σA and σB are constant and independent of
µA and µB .

When splitting the payload between two interfaces, the
latency is defined by the time at which the last fragment
is received. The expected latency is thus the expectation of
max(XA, XB), which is also the first moment of the random
variable max(XA, XB). By using the approximation of the
expectation of the maximum of two normal random variables
from [22], we obtain

L = E[max(XA, XB)] = µAΦ(η) + µBΦ(−η) + ξφ(η) (8)

3

The element ch,i in the hth row and ith column of C, refers
to the ith interface in the hth outcome.

For a specific choice of γ, we use the law of total probability
to evaluate the resulting latency-reliability function by sum-
ming the probability of all successful events. The successful
events are the outcomes where the received coded packets can
be decoded. The resulting latency-reliability function is:

Fweighted(x,γ, B) =
2N
∑

h=1

dh

N
∏

i=1

Gi(x, γiB) (2)

where

dh =

{

1, if
∑N

i=1 ch,i · γi ≥ 1
0, otherwise

(3)

ensures that we only include outcomes where at least the
minimal number of payload fragments are received that allow
to decode the payload. Further, Gi(x) is defined as:
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where γ = 1/k and F (x, γB) is the latency-reliability function
that represents the identical interfaces.
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The challenge of the weighted splitting scheme is to deter-
mine how many coded fragments to send on each interface
to optimize a given utility function. This problem has N
degrees of freedom in the form of the payload allocation vector

γ = {γ1, . . . , γN}. Formally, this optimization problem can be
phrased in the following way:
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where Fweighted(lr,γ) is evaluated using eq. (2) and the vectors
l = {l1, . . . , lR} and w = {w1, . . . , wR} specify the tar-
geted latency values to be maximized and their corresponding
importance, respectively. For example, l = {0.2, 0.5} and
w = {1, 10} would mean that reliability at 0.5 s is 10x more
important than reliability at 0.2 s.

Assuming that the optimization is solved using a brute-
force search, the search space grows as (1/δγ)
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, where δγ is

the step size between γ-values. In practice, the computational
tractability of a brute-force search is therefore limited by
the number of interfaces N and choice of step size δγ . The
problem in eq. (7) does not immediately have an analytical
solution, since the payload assignment weights in γ do not
translate linearly into specific reliability values. Specifically,
when increasing the γ value for an interface and thereby
increasing the amount of coded payload, the reliability for
a specific latency is going to decrease at some point due
to the increasing packet size. However, at the same time a
combination of two or more interfaces’ increasing γ-values can
add up to γd and thereby improve the overall reliability, even
if the reliability of the individual interfaces is decreasing as
γ goes up. This behavior, that the overall reliability decreases
before it suddenly jumps up, combined with the fact that the
γ value should be adjusted for each interface individually,
narrows the possibilities for analytical solutions.

Therefore, for the numerical results, we include results from
a brute-force search that tries out all combinations of γ-values
on the different interfaces, with a step size that is coarse
enough to make the search computationally tractable. While
we have not managed to solve the whole optimization problem
in eq. (7) analytically, we present in the following section an
analytical solution to a subproblem of eq. (7). specifically, we
consider how to optimally split coded payload between two
interfaces A and B, so that the latency is minimized.

IV. ANALYSIS OF SPLITTING BETWEEN TWO INTERFACES

In the optimization problem, we assume the latency of each
interface is represented by two Gaussian random variables
XA ∼ N (µA,σ2

A) and XB ∼ N (µB ,σ2
B). In the following

we assume that σA and σB are constant and independent of
µA and µB .

When splitting the payload between two interfaces, the
latency is defined by the time at which the last fragment
is received. The expected latency is thus the expectation of
max(XA, XB), which is also the first moment of the random
variable max(XA, XB). By using the approximation of the
expectation of the maximum of two normal random variables
from [22], we obtain

L = E[max(XA, XB)] = µAΦ(η) + µBΦ(−η) + ξφ(η) (8)
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TABLE I
LINEAR REGRESSION PARAMETERS AND RELIABILITY VALUES.

GPRS EDGE UMTS HSDPA LTE

α 0.70 0.46 0.43 0.35 0.0067
β 400 230 200 178 41
Pe 0.984 0.983 0.982 0.981 0.980

where φ(x)= 1√
2π

exp−
x2

2 , Φ(x)=
∫ x

−∞
φ(t)dt, η= µA−µB

ξ ,

and ξ=
√

σ2
A + σ2

B .
To find the minimum of the expected la-

tency, we differentiate L with respect to γ:

dL

dγ
=

dµA

dγ
Φ(η) + µAφ(η)

dη

dγ
+

dµB

dγ
Φ(−η)− µBφ(−η)

dη

dγ
+ ξφ′(η)

dη

dγ

=
dµA

dγ
Φ(η) +

dµB

dγ
Φ(−η) + (µAφ(η)− µBφ(−η) + ξφ′(η))

dη

dγ
.

Since µAφ(η) − µBφ(−η) + ξφ′(η) = 0, and by using the
definition of µ from eq. (11) we obtain:

dL

dγ
=

dµA

dγ
Φ(η)+

dµB

dγ
Φ(−η) =

αA

2
Φ(η)−

αB

2
Φ(−η). (9)

In order to get the optimal solution, dL
dγ = 0 must hold. So

we have the solution as follows:
{

Φ(−η) = αA

αA+αB
, if η ≥ 0

Φ(η) = αB

αA+αB
, if η < 0

which is equivalent to:
⎧

⎨

⎩

γ =
αB+βB−βA−2ξΦ−1(

αA
αA+αB

)

αA+αB
, if µA ≥ µB

γ =
αB+βB−βA+2ξΦ−1(

αB
αA+αB

)

αA+αB
, if µA < µB .

(10)

V. NUMERICAL RESULTS

For the numerical results we will consider the different
scenarios specified in Table II. The considered technologies
are using the reliability specifications shown in Table I.

While the distribution of latency measurements is usually
long-tailed [23], [24], we will for simplicity use the normal
probability distribution to generate latency distributions in
the numerical results. While the used probability distribution
of influences the specific results, the methods and general
tendencies presented in this paper do not change. Specifically,
we assume that the latency of transmissions of packet size γB
through a specific interface/path is Gaussian distributed with
mean µ defined as:

µ =
α · γB + β

2
[ms] (11)

and due to lack of information about the distribution, we
assume σ = µ

10 [ms]. The parameters α and β characterize
the assumed linear relationship between packet size and delay
for an interface. The values of α and β are shown in Table
I. The values are derived from field measurements conducted
by Telekom Slovenije within the SUNSEED project [25].

Initially, we study the simple scenario A, for which we
solved the weighted splitting between two interfaces analyti-
cally in sec. IV. That is, we used eq. (10) to determine the opti-
mal splitting threshold γ. Notice that l and w are parametrized
so that the numerical optimization calculates the expected

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Latency (x)

0.9999

 0.999

  0.99

   0.9

     0

R
el

ia
bi

lit
y

1-of-2 =[1.0533      1.0533],  i = 2.1067
2-of-2 =[0.52667     0.52667],  i = 1.0533
Weighted (brute-force): =[0.8     0.26667],  i = 1.0667
Weighted (analytic): 0.84946     0.21721,  i = 1.0667

Fig. 3. Reliability results for scenario A.

latency as the analytical optimization. The results are shown
in Fig. 3, and show a visually good correspondence between
the analytical result and the brute-force search. The brute-force
search has a slightly lower expected latency, due to the weight
assignment being different. We attribute this minor difference
to the use of the approximation of E[max(XA, XB)] from
[22].

In relation to the general idea of splitting, the most im-
portant question we seek to answer, is if it makes sense to
spend the additional effort required to find the optimal γ-
values for a weighted splitting or if it suffices to use one of
the simpler k-out-of-N strategies. It is intuitively clear that
if the used technologies are all identical, then a k-out-of-N
strategy will be optimal. But how much better is a weighted
scheme in a heterogeneous scenario? To answer this we study
three different scenarios that are specified in Table II.

The results for scenario B in Fig. 4 show two examples of
latency-reliability trade-offs that are achieved by considering
both when the starred l and w values in Table II are included
and excluded. In both cases the weighted strategy achieves
some reliability in the low latency region (x < 0.2 s) similar
to the 1-out-of-5 strategy and it has the reliability of the 2-
out-of-5 strategy around x = 0.4 s. The difference between
the 2 results is that the last one transmits more redundancy
data and achieves higher reliability in the x > 0.4 s region.

The results concerning scenario C that are shown in Fig. 5
are interesting since they demonstrate a mixed data allocation.
This results in the reliability at x = 0.5 s being 0.9999, which
is one decade better than any of the k-out-of-N strategies that
only go up to 0.999.

VI. EXPERIMENTAL VALIDATION

In addition to the theoretical and model-based results pre-
sented above, we have also validated the proposed methods
using traces of latency measurements for different communica-
tion technologies. Such traces were obtained by sending small
(128 bytes) UDP packets every 100 ms between a pair of GPS
time-synchronized devices through the considered interface
(LTE, HSPA, or Wi-Fi) during the course of a work day at
Aalborg University campus. Each trace file can thus be used
to playback a time sequence of one-way end-to-end latencies.
Our experimental results of multi-interface transmissions are
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V. NUMERICAL RESULTS

For the numerical results we will consider the different
scenarios specified in Table II. The considered technologies
are using the reliability specifications shown in Table I.

While the distribution of latency measurements is usually
long-tailed [23], [24], we will for simplicity use the normal
probability distribution to generate latency distributions in
the numerical results. While the used probability distribution
of influences the specific results, the methods and general
tendencies presented in this paper do not change. Specifically,
we assume that the latency of transmissions of packet size γB
through a specific interface/path is Gaussian distributed with
mean µ defined as:

µ =
α · γB + β

2
[ms] (11)

and due to lack of information about the distribution, we
assume σ = µ

10 [ms]. The parameters α and β characterize
the assumed linear relationship between packet size and delay
for an interface. The values of α and β are shown in Table
I. The values are derived from field measurements conducted
by Telekom Slovenije within the SUNSEED project [25].

Initially, we study the simple scenario A, for which we
solved the weighted splitting between two interfaces analyti-
cally in sec. IV. That is, we used eq. (10) to determine the opti-
mal splitting threshold γ. Notice that l and w are parametrized
so that the numerical optimization calculates the expected
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latency as the analytical optimization. The results are shown
in Fig. 3, and show a visually good correspondence between
the analytical result and the brute-force search. The brute-force
search has a slightly lower expected latency, due to the weight
assignment being different. We attribute this minor difference
to the use of the approximation of E[max(XA, XB)] from
[22].

In relation to the general idea of splitting, the most im-
portant question we seek to answer, is if it makes sense to
spend the additional effort required to find the optimal γ-
values for a weighted splitting or if it suffices to use one of
the simpler k-out-of-N strategies. It is intuitively clear that
if the used technologies are all identical, then a k-out-of-N
strategy will be optimal. But how much better is a weighted
scheme in a heterogeneous scenario? To answer this we study
three different scenarios that are specified in Table II.

The results for scenario B in Fig. 4 show two examples of
latency-reliability trade-offs that are achieved by considering
both when the starred l and w values in Table II are included
and excluded. In both cases the weighted strategy achieves
some reliability in the low latency region (x < 0.2 s) similar
to the 1-out-of-5 strategy and it has the reliability of the 2-
out-of-5 strategy around x = 0.4 s. The difference between
the 2 results is that the last one transmits more redundancy
data and achieves higher reliability in the x > 0.4 s region.

The results concerning scenario C that are shown in Fig. 5
are interesting since they demonstrate a mixed data allocation.
This results in the reliability at x = 0.5 s being 0.9999, which
is one decade better than any of the k-out-of-N strategies that
only go up to 0.999.

VI. EXPERIMENTAL VALIDATION

In addition to the theoretical and model-based results pre-
sented above, we have also validated the proposed methods
using traces of latency measurements for different communica-
tion technologies. Such traces were obtained by sending small
(128 bytes) UDP packets every 100 ms between a pair of GPS
time-synchronized devices through the considered interface
(LTE, HSPA, or Wi-Fi) during the course of a work day at
Aalborg University campus. Each trace file can thus be used
to playback a time sequence of one-way end-to-end latencies.
Our experimental results of multi-interface transmissions are

1C.E. Clark, “The greatest of a finite set of random variables,” Operations Research, vol. 9, no. 2, pp. 145–162, 1961.
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Evaluation scenario
Assumptions:

◦ Latency distribution is Gaussian with:

◦ Based on linear regression model of ping 
measurements in mobile* network:

Scenarios:

Utility function:

32 200 800 1500
Packet size [Bytes]

0

200

400

600

800

1000

1200

1400

R
TT

 [m
s]

GPRS
EDGE
UMTS
HSDPA
LTE

4

TABLE I
LINEAR REGRESSION PARAMETERS AND RELIABILITY VALUES.

GPRS EDGE UMTS HSDPA LTE
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V. NUMERICAL RESULTS

For the numerical results we will consider the different
scenarios specified in Table II. The considered technologies
are using the reliability specifications shown in Table I.

While the distribution of latency measurements is usually
long-tailed [23], [24], we will for simplicity use the normal
probability distribution to generate latency distributions in
the numerical results. While the used probability distribution
of influences the specific results, the methods and general
tendencies presented in this paper do not change. Specifically,
we assume that the latency of transmissions of packet size γB
through a specific interface/path is Gaussian distributed with
mean µ defined as:

µ =
α · γB + β
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and due to lack of information about the distribution, we
assume σ = µ

10 [ms]. The parameters α and β characterize
the assumed linear relationship between packet size and delay
for an interface. The values of α and β are shown in Table
I. The values are derived from field measurements conducted
by Telekom Slovenije within the SUNSEED project [25].

Initially, we study the simple scenario A, for which we
solved the weighted splitting between two interfaces analyti-
cally in sec. IV. That is, we used eq. (10) to determine the opti-
mal splitting threshold γ. Notice that l and w are parametrized
so that the numerical optimization calculates the expected
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latency as the analytical optimization. The results are shown
in Fig. 3, and show a visually good correspondence between
the analytical result and the brute-force search. The brute-force
search has a slightly lower expected latency, due to the weight
assignment being different. We attribute this minor difference
to the use of the approximation of E[max(XA, XB)] from
[22].

In relation to the general idea of splitting, the most im-
portant question we seek to answer, is if it makes sense to
spend the additional effort required to find the optimal γ-
values for a weighted splitting or if it suffices to use one of
the simpler k-out-of-N strategies. It is intuitively clear that
if the used technologies are all identical, then a k-out-of-N
strategy will be optimal. But how much better is a weighted
scheme in a heterogeneous scenario? To answer this we study
three different scenarios that are specified in Table II.

The results for scenario B in Fig. 4 show two examples of
latency-reliability trade-offs that are achieved by considering
both when the starred l and w values in Table II are included
and excluded. In both cases the weighted strategy achieves
some reliability in the low latency region (x < 0.2 s) similar
to the 1-out-of-5 strategy and it has the reliability of the 2-
out-of-5 strategy around x = 0.4 s. The difference between
the 2 results is that the last one transmits more redundancy
data and achieves higher reliability in the x > 0.4 s region.

The results concerning scenario C that are shown in Fig. 5
are interesting since they demonstrate a mixed data allocation.
This results in the reliability at x = 0.5 s being 0.9999, which
is one decade better than any of the k-out-of-N strategies that
only go up to 0.999.

VI. EXPERIMENTAL VALIDATION

In addition to the theoretical and model-based results pre-
sented above, we have also validated the proposed methods
using traces of latency measurements for different communica-
tion technologies. Such traces were obtained by sending small
(128 bytes) UDP packets every 100 ms between a pair of GPS
time-synchronized devices through the considered interface
(LTE, HSPA, or Wi-Fi) during the course of a work day at
Aalborg University campus. Each trace file can thus be used
to playback a time sequence of one-way end-to-end latencies.
Our experimental results of multi-interface transmissions are
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V. NUMERICAL RESULTS

For the numerical results we will consider the different
scenarios specified in Table II. The considered technologies
are using the reliability specifications shown in Table I.

While the distribution of latency measurements is usually
long-tailed [23], [24], we will for simplicity use the normal
probability distribution to generate latency distributions in
the numerical results. While the used probability distribution
of influences the specific results, the methods and general
tendencies presented in this paper do not change. Specifically,
we assume that the latency of transmissions of packet size γB
through a specific interface/path is Gaussian distributed with
mean µ defined as:

µ =
α · γB + β

2
[ms] (11)

and due to lack of information about the distribution, we
assume σ = µ

10 [ms]. The parameters α and β characterize
the assumed linear relationship between packet size and delay
for an interface. The values of α and β are shown in Table
I. The values are derived from field measurements conducted
by Telekom Slovenije within the SUNSEED project [25].

Initially, we study the simple scenario A, for which we
solved the weighted splitting between two interfaces analyti-
cally in sec. IV. That is, we used eq. (10) to determine the opti-
mal splitting threshold γ. Notice that l and w are parametrized
so that the numerical optimization calculates the expected
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latency as the analytical optimization. The results are shown
in Fig. 3, and show a visually good correspondence between
the analytical result and the brute-force search. The brute-force
search has a slightly lower expected latency, due to the weight
assignment being different. We attribute this minor difference
to the use of the approximation of E[max(XA, XB)] from
[22].

In relation to the general idea of splitting, the most im-
portant question we seek to answer, is if it makes sense to
spend the additional effort required to find the optimal γ-
values for a weighted splitting or if it suffices to use one of
the simpler k-out-of-N strategies. It is intuitively clear that
if the used technologies are all identical, then a k-out-of-N
strategy will be optimal. But how much better is a weighted
scheme in a heterogeneous scenario? To answer this we study
three different scenarios that are specified in Table II.

The results for scenario B in Fig. 4 show two examples of
latency-reliability trade-offs that are achieved by considering
both when the starred l and w values in Table II are included
and excluded. In both cases the weighted strategy achieves
some reliability in the low latency region (x < 0.2 s) similar
to the 1-out-of-5 strategy and it has the reliability of the 2-
out-of-5 strategy around x = 0.4 s. The difference between
the 2 results is that the last one transmits more redundancy
data and achieves higher reliability in the x > 0.4 s region.

The results concerning scenario C that are shown in Fig. 5
are interesting since they demonstrate a mixed data allocation.
This results in the reliability at x = 0.5 s being 0.9999, which
is one decade better than any of the k-out-of-N strategies that
only go up to 0.999.

VI. EXPERIMENTAL VALIDATION

In addition to the theoretical and model-based results pre-
sented above, we have also validated the proposed methods
using traces of latency measurements for different communica-
tion technologies. Such traces were obtained by sending small
(128 bytes) UDP packets every 100 ms between a pair of GPS
time-synchronized devices through the considered interface
(LTE, HSPA, or Wi-Fi) during the course of a work day at
Aalborg University campus. Each trace file can thus be used
to playback a time sequence of one-way end-to-end latencies.
Our experimental results of multi-interface transmissions are
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TABLE II
INTERFACE AND PARAMETER SPECIFICATIONS OF SCENARIOS A, B, AND C .

IF1 IF2 IF3 IF4 IF5 B l w

A UMTS GPRS - - - 1500 bytes [0 . . . 1] s [0 . . . 1]
B LTE HSDPA UMTS EDGE GPRS 1500 bytes [0.1, 0.4, 0.9∗] s [1, 10, 100∗]
C HSDPA HSDPA GPRS GPRS GPRS 1500 bytes [0.5] s [1]
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Fig. 4. Reliability results for scenario B. Note: the target latency l2 = 0.9 s
only applies to the last strategy.

obtained by playing back the three trace files at the same time
time in a simulation, where for each 100 ms, the outcome
of each considered strategy is recorded. When the playback
simulation is done, a latency-reliability curve is calculated for
each strategy as the cdf of the recorded outcomes in each
100 ms timestep. This is shown with crosses in Fig. 7. The
validation consists in comparing these results to the results
that are obtained by using the curves in Fig. 6 to compute the
resulting latency-reliability curves using the methods described
in sec. III. Those results are shown as lines in Fig. 7.

When considering the latency-reliability curves of the inter-
faces in Fig. 6 it is interesting that HSPA actually performs
better than LTE. We believe that this is due to the fact
that the majority of current mobile devices connect through
LTE if it is available. Thus, the collocated HSPA network
experiences a lighter load and allows for quicker access.
Another interesting observation is that the Wi-Fi network
delivers very low latencies down to below 4 ms for 60%
of packets. However, the 99th percentile latency of 75 ms is
higher than both HSPA and LTE.

From the results in Fig. 7, we see how the 1-out-of-3
strategy is able to outperform any individual interface, as
expected. The plot does not include any result for the Weighted
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Fig. 5. Reliability results for scenario C.
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Fig. 6. Interfaces’ latency-reliability curves. Wi-Fi is IEEE 802.11n.

scheme, since the small payload size does not allow for any
gain through payload splitting. The lines that represent the
theoretical calculation of performance are practically coin-
ciding with the crosses representing the experimental results.
This shows that the methods for calculating the resulting
performance by relying on the latency-reliability curves of the
interfaces, as described in Sec. III, indeed produces accurate
results when used with actual traffic traces.
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V. NUMERICAL RESULTS

For the numerical results we will consider the different
scenarios specified in Table II. The considered technologies
are using the reliability specifications shown in Table I.

While the distribution of latency measurements is usually
long-tailed [23], [24], we will for simplicity use the normal
probability distribution to generate latency distributions in
the numerical results. While the used probability distribution
of influences the specific results, the methods and general
tendencies presented in this paper do not change. Specifically,
we assume that the latency of transmissions of packet size γB
through a specific interface/path is Gaussian distributed with
mean µ defined as:

µ =
α · γB + β

2
[ms] (11)

and due to lack of information about the distribution, we
assume σ = µ

10 [ms]. The parameters α and β characterize
the assumed linear relationship between packet size and delay
for an interface. The values of α and β are shown in Table
I. The values are derived from field measurements conducted
by Telekom Slovenije within the SUNSEED project [25].

Initially, we study the simple scenario A, for which we
solved the weighted splitting between two interfaces analyti-
cally in sec. IV. That is, we used eq. (10) to determine the opti-
mal splitting threshold γ. Notice that l and w are parametrized
so that the numerical optimization calculates the expected
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latency as the analytical optimization. The results are shown
in Fig. 3, and show a visually good correspondence between
the analytical result and the brute-force search. The brute-force
search has a slightly lower expected latency, due to the weight
assignment being different. We attribute this minor difference
to the use of the approximation of E[max(XA, XB)] from
[22].

In relation to the general idea of splitting, the most im-
portant question we seek to answer, is if it makes sense to
spend the additional effort required to find the optimal γ-
values for a weighted splitting or if it suffices to use one of
the simpler k-out-of-N strategies. It is intuitively clear that
if the used technologies are all identical, then a k-out-of-N
strategy will be optimal. But how much better is a weighted
scheme in a heterogeneous scenario? To answer this we study
three different scenarios that are specified in Table II.

The results for scenario B in Fig. 4 show two examples of
latency-reliability trade-offs that are achieved by considering
both when the starred l and w values in Table II are included
and excluded. In both cases the weighted strategy achieves
some reliability in the low latency region (x < 0.2 s) similar
to the 1-out-of-5 strategy and it has the reliability of the 2-
out-of-5 strategy around x = 0.4 s. The difference between
the 2 results is that the last one transmits more redundancy
data and achieves higher reliability in the x > 0.4 s region.

The results concerning scenario C that are shown in Fig. 5
are interesting since they demonstrate a mixed data allocation.
This results in the reliability at x = 0.5 s being 0.9999, which
is one decade better than any of the k-out-of-N strategies that
only go up to 0.999.

VI. EXPERIMENTAL VALIDATION

In addition to the theoretical and model-based results pre-
sented above, we have also validated the proposed methods
using traces of latency measurements for different communica-
tion technologies. Such traces were obtained by sending small
(128 bytes) UDP packets every 100 ms between a pair of GPS
time-synchronized devices through the considered interface
(LTE, HSPA, or Wi-Fi) during the course of a work day at
Aalborg University campus. Each trace file can thus be used
to playback a time sequence of one-way end-to-end latencies.
Our experimental results of multi-interface transmissions are

*Measurements were provided by Telekom Slovenije for the SUNSEED project.
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The element ch,i in the hth row and ith column of C, refers
to the ith interface in the hth outcome.

For a specific choice of γ, we use the law of total probability
to evaluate the resulting latency-reliability function by sum-
ming the probability of all successful events. The successful
events are the outcomes where the received coded packets can
be decoded. The resulting latency-reliability function is:

Fweighted(x,γ, B) =
2N
∑

h=1

dh

N
∏

i=1

Gi(x, γiB) (2)

where

dh =

{

1, if
∑N

i=1 ch,i · γi ≥ 1
0, otherwise

(3)

ensures that we only include outcomes where at least the
minimal number of payload fragments are received that allow
to decode the payload. Further, Gi(x) is defined as:

Gi(x, γiB) =

{

Fi(x, γiB), if ch,i = 1
1− Fi(x, γiB), if ch,i = 0.

(4)

B. Cloning

For transmissions using packet cloning over N interfaces
that can justifiably be considered independent, e.g. cellular
connecting to different eNBs or cellular from different oper-
ators, we can either use the method presented above or we
can use the easier traditional parallel systems [21] method to
combine the latency-reliability functions as:

FN -clon(x,γ, B) = 1−
N
∏

i=1

(1− Fi(x, γiB)). (5)

In either case γi = 1 for i = 1, . . . , N .

C. k-out-of-N splitting

While the k-out-of-N splitting strategy is only optimal for
the case of identical interfaces, it can in principle be used in
any case, but with best results in situations where the proper-
ties of the available interfaces are comparable. Generally, we
can evaluate the latency-reliability function using the method
in sec. III-A, with γi = 1/k for i = 1, . . . , N . In the special
case of N identical interfaces, the resulting latency-reliability
function can be calculated as:

Fk-of-N (x,γB) =
N
∑

r=k

(

N

r

)

F (x, γB)r(1− F (x, γB))n−r

(6)
where γ = 1/k and F (x, γB) is the latency-reliability function
that represents the identical interfaces.

D. Weighted splitting

The challenge of the weighted splitting scheme is to deter-
mine how many coded fragments to send on each interface
to optimize a given utility function. This problem has N
degrees of freedom in the form of the payload allocation vector

γ = {γ1, . . . , γN}. Formally, this optimization problem can be
phrased in the following way:

max
γ

R
∑

r=1
Fweighted(lr,γ) · wr

s.t. γi ≤ γd
N
∑

i=1
γi ≥ γd.

(7)

where Fweighted(lr,γ) is evaluated using eq. (2) and the vectors
l = {l1, . . . , lR} and w = {w1, . . . , wR} specify the tar-
geted latency values to be maximized and their corresponding
importance, respectively. For example, l = {0.2, 0.5} and
w = {1, 10} would mean that reliability at 0.5 s is 10x more
important than reliability at 0.2 s.

Assuming that the optimization is solved using a brute-
force search, the search space grows as (1/δγ)

N
, where δγ is

the step size between γ-values. In practice, the computational
tractability of a brute-force search is therefore limited by
the number of interfaces N and choice of step size δγ . The
problem in eq. (7) does not immediately have an analytical
solution, since the payload assignment weights in γ do not
translate linearly into specific reliability values. Specifically,
when increasing the γ value for an interface and thereby
increasing the amount of coded payload, the reliability for
a specific latency is going to decrease at some point due
to the increasing packet size. However, at the same time a
combination of two or more interfaces’ increasing γ-values can
add up to γd and thereby improve the overall reliability, even
if the reliability of the individual interfaces is decreasing as
γ goes up. This behavior, that the overall reliability decreases
before it suddenly jumps up, combined with the fact that the
γ value should be adjusted for each interface individually,
narrows the possibilities for analytical solutions.

Therefore, for the numerical results, we include results from
a brute-force search that tries out all combinations of γ-values
on the different interfaces, with a step size that is coarse
enough to make the search computationally tractable. While
we have not managed to solve the whole optimization problem
in eq. (7) analytically, we present in the following section an
analytical solution to a subproblem of eq. (7). specifically, we
consider how to optimally split coded payload between two
interfaces A and B, so that the latency is minimized.

IV. ANALYSIS OF SPLITTING BETWEEN TWO INTERFACES

In the optimization problem, we assume the latency of each
interface is represented by two Gaussian random variables
XA ∼ N (µA,σ2

A) and XB ∼ N (µB ,σ2
B). In the following

we assume that σA and σB are constant and independent of
µA and µB .

When splitting the payload between two interfaces, the
latency is defined by the time at which the last fragment
is received. The expected latency is thus the expectation of
max(XA, XB), which is also the first moment of the random
variable max(XA, XB). By using the approximation of the
expectation of the maximum of two normal random variables
from [22], we obtain

L = E[max(XA, XB)] = µAΦ(η) + µBΦ(−η) + ξφ(η) (8)
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Numerical results
Optimizing for single latency target:Optimizing for several latency targets:
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TABLE II
INTERFACE AND PARAMETER SPECIFICATIONS OF SCENARIOS A, B, AND C .

IF1 IF2 IF3 IF4 IF5 B l w

A UMTS GPRS - - - 1500 bytes [0 . . . 1] s [0 . . . 1]
B LTE HSDPA UMTS EDGE GPRS 1500 bytes [0.1, 0.4, 0.9∗] s [1, 10, 100∗]
C HSDPA HSDPA GPRS GPRS GPRS 1500 bytes [0.5] s [1]
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3-of-5 γ=[0.35333     0.35333     0.35333     0.35333     0.35333], Σ  γ i  = 1.7667
4-of-5 γ=[0.26667     0.26667     0.26667     0.26667     0.26667], Σ  γ i  = 1.3333

5-of-5 γ=[0.21333     0.21333     0.21333     0.21333     0.21333], Σ  γ i  = 1.0667
Weighted (brute-force): γ=[1.0667     0.66667     0.53333         0.4     0.13333], Σ  γ i  = 2.8

Weighted (brute-force): γ=[1.0667     0.53333     0.53333     0.53333     0.53333], Σ  γ i  = 3.2

Fig. 4. Reliability results for scenario B. Note: the target latency l2 = 0.9 s
only applies to the last strategy.

obtained by playing back the three trace files at the same time
time in a simulation, where for each 100 ms, the outcome
of each considered strategy is recorded. When the playback
simulation is done, a latency-reliability curve is calculated for
each strategy as the cdf of the recorded outcomes in each
100 ms timestep. This is shown with crosses in Fig. 7. The
validation consists in comparing these results to the results
that are obtained by using the curves in Fig. 6 to compute the
resulting latency-reliability curves using the methods described
in sec. III. Those results are shown as lines in Fig. 7.

When considering the latency-reliability curves of the inter-
faces in Fig. 6 it is interesting that HSPA actually performs
better than LTE. We believe that this is due to the fact
that the majority of current mobile devices connect through
LTE if it is available. Thus, the collocated HSPA network
experiences a lighter load and allows for quicker access.
Another interesting observation is that the Wi-Fi network
delivers very low latencies down to below 4 ms for 60%
of packets. However, the 99th percentile latency of 75 ms is
higher than both HSPA and LTE.

From the results in Fig. 7, we see how the 1-out-of-3
strategy is able to outperform any individual interface, as
expected. The plot does not include any result for the Weighted
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Fig. 5. Reliability results for scenario C.
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Fig. 6. Interfaces’ latency-reliability curves. Wi-Fi is IEEE 802.11n.

scheme, since the small payload size does not allow for any
gain through payload splitting. The lines that represent the
theoretical calculation of performance are practically coin-
ciding with the crosses representing the experimental results.
This shows that the methods for calculating the resulting
performance by relying on the latency-reliability curves of the
interfaces, as described in Sec. III, indeed produces accurate
results when used with actual traffic traces.
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When considering the latency-reliability curves of the inter-
faces in Fig. 6 it is interesting that HSPA actually performs
better than LTE. We believe that this is due to the fact
that the majority of current mobile devices connect through
LTE if it is available. Thus, the collocated HSPA network
experiences a lighter load and allows for quicker access.
Another interesting observation is that the Wi-Fi network
delivers very low latencies down to below 4 ms for 60%
of packets. However, the 99th percentile latency of 75 ms is
higher than both HSPA and LTE.
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scheme, since the small payload size does not allow for any
gain through payload splitting. The lines that represent the
theoretical calculation of performance are practically coin-
ciding with the crosses representing the experimental results.
This shows that the methods for calculating the resulting
performance by relying on the latency-reliability curves of the
interfaces, as described in Sec. III, indeed produces accurate
results when used with actual traffic traces.
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Packet duplication with legacy systems
One-way, end-to-end latency measurements:

◦ Obtained during full week-day at Aalborg 
University campus.

◦ One 128 bytes packet every 100 ms, AàB

◦ GPS time-synchronization, sub-ms accuracy.

◦ Three technologies considered:
◦ LTE, HSPA, and Wi-Fi

Key observations:
◦ Single interface:

◦ 0.99 within 50-100 ms

◦ Packet Duplication:
◦ LTE+HSPA can reach 0.99999 within ~65 ms deadline

◦ LTE+HSPA+Wi-Fi reaches 0.99999 already at ~45 ms.

◦ Even though Wi-Fi is terrible alone, it can help to reduce
latency in Multi-Connectivity setting.
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The end
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